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Abstract 

This paper presents a numerical study with two explicit finite difference schemes FTBSCS (forward time backward space and centered 

space) and FTCS (forward time and centered space) for solving the advection diffusion equation (ADE). Stability conditions for the schemes 

are studied, and numerical experiments are performed by applying the stability criterions obtained in this study. Error comparisons with ana-

lytical solutions of ADE are presented graphically to show the accuracy of the schemes. 
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1 INTRODUCTION 

 
he most general statement of conservation of contaminant mass in a control volume subject to advective and diffusive flux 

across its boundaries is 
𝜕𝐶

𝜕𝑡
+ 𝑢

𝜕𝐶

𝜕𝑥
= 𝐷

𝜕2𝐶

𝜕𝑥2,  where c(x,t)=solute concentration, D=solute diffusivity, and u= mean flow velocity 

assumed to be constant. The equation assumes incompressible ambient fluid, and adopts Fick’s law of simple proportionality 

between diffusive contaminant and the concentration gradient. It is a parabolic type partial differential equation, and is derived 

on the principle of conservation of mass using Fick’s law. This equation reflects physical phenomena where in the diffusion pro-

cess particles are moving with certain velocity from higher concentration to lower concentration. This process is described by the 

right hand term of the Advection diffusion equation. Second and right hand terms represent the concentration of the contaminant 

particles as respect to the change in distance and the acceleration in velocity gained over distance, respectively. Since stability 

results for many common schemes for approximating, the wave equation and the heat equation are well known, an often used 

practical strategy is to take the more restrictive of the two stability constraints for the wave and heat equations as the stability 

condition for the advection diffusion equation. The definition of stability that we employ here is a generalization of the classical 

Neumann stability conditions and is designed to guarantee that the computed solution inherits one important property of the 

analytical solution. In this paper, we are interested in the numerical study on the stability criteria of approximation schemes for 

solving this equation.  

Many researchers have already been worked on it. Derivation of ADE, analytical solution, and numerical simulation of ADE 

are studied in the literatures [1], [2], and papers [10-12], [17]. Atul Kumar, Dilip Kumar Jaiswaland Naveen Kumar [5] presented 

an analytical solution of one dimensional advection diffusion equation with variable coefficients in a finite domain by using Lap 
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lace transformation technique. In that process new independent space and time variables have been introduced. Ogata and Banks 

[6] obtained analytical solution of the one dimensional ADE by reducing the original ADE into a diffusion equation by applying 

moving coordinates. F.B. Agusto and O. M. Bamingbola [7] obtained a Numerical Treatment of the Mathematical Models for Wa-

ter Pollution. Young-San Park, Jong-Jin Baik [8] presented an analytical solution of the advection diffusion equation for a ground 

level finite area source. Al-Niami and Ruston, 1977 [9] obtained analytical solution of the one dimensional ADE by reducing the 

original ADE into a diffusion equation by introducing another dependent variable. L.F. Leon, P.M. Austria [13] presented Stabil-

ity Criterion for Explicit Scheme on the solution of Advection-Diffusion Equation. T. F. Chan [14] presented Stability analysis of 

finite difference schemes for the advection diffusion equation. Alain Rigal [15] obtained Stability analysis of finite difference 

schemes for the Navier-Stokes equations. K.W. Morton [16] obtained Stability and convergence in fluid flow problems.  

With the above discussion in view, in the present paper, Numerical Study on the Stability of Finite Difference Schemes with 

FTBSCS and FTCS techniques for solving the advection diffusion equation is presented. Numerical experiments are performed to 

verify the stability criterions obtained in this study. The schemes are compared with an analytical solution of ADE graphically to 

show accuracy of the solutions. 

2 NUMERICAL SCHEMES FOR GOVERNING EQUATION 

We consider the one–dimensional ADE as an initial and boundary value problem 
𝜕𝑐

𝜕𝑡
+ 𝑢

𝜕𝑐

𝜕𝑥
= 𝐷

𝜕2𝑐

𝜕𝑥2  with initial condition 𝑐(𝑡0, 𝑥) =

𝑐0(𝑥);   𝑎 ≤ 𝑥 ≤ 𝑏 and boundary conditions 𝑐(𝑡, 𝑎) = 𝑐𝑎(𝑥) ;      𝑡0 ≤ 𝑡 ≤ 𝑇 𝑐(𝑡, 𝑏) = 𝑐𝑏(𝑥) ;      𝑡0 ≤ 𝑡 ≤ 𝑇. Finite difference techniques 

for solving the one dimensional advection diffusion equation can be considered according to the number of spatial grid points 

involved, the number of time levels used, whether they are explicit or implicit nature. 

2.1 Explicit finite difference scheme for ADE 

For the numerical solution of the one –dimensional linear advection- diffusion equation we consider the IBVP  
∂C

∂t
+ u

∂C

∂x
=

D
∂2C

∂x2…………………….. (1) With initial condition c(x, 0) = f(x)    0 ≤ x < l    and Neumann boundary conditions 
∂c

∂x
(x = 0, t) =

0;    0 < t ≤ T and 
∂c

∂x
(x = l, t) = 0;    0 < t ≤ T. In order to develop the scheme, we discretize the x-t plane by choosing a mesh 

width hx space size and a time step size kt. The finite difference methods, we will develop, produce approximations ci
n ∈ Rn 

to the solution c(xi, tn) in the discrete points by xi= ih,  i= 0, 1, 2, 3, … … … and  tn= nk, n= 0, 1, 2, 3, … … …Let the solution 

c(xi, tn) be denoted by ci
n and its approximate value by ci

n. 

2.2 Explicit Centered Difference Scheme by FTBSCS Techniques 

By Explicit forward time difference formula 
𝜕𝑐

𝜕𝑡
=

𝑐𝑖
𝑛+1−𝑐𝑖

𝑛

∆𝑡
… … … (2), next use the backward space difference formula 

𝜕𝑐

𝜕𝑥
=

𝑐𝑖
𝑛−𝑐𝑖−1

𝑛

∆𝑥
… … … (3) and centered space difference formula 

𝜕2𝑐

𝜕𝑥2 =
𝑐𝑖+1

𝑛 −2𝑐𝑖
𝑛+𝑐𝑖−1

𝑛

∆𝑥2 … … … (4). Substituting equations (2- 4) into equation (1) 

and rearrange according the time level, lead to 
𝑐𝑖

𝑛+1−𝑐𝑖
𝑛

∆𝑡
+ 𝑢

𝑐𝑖
𝑛−𝑐𝑖−1

𝑛

∆𝑥
= 𝐷

𝑐𝑖+1
𝑛 −2𝑐𝑖

𝑛+𝑐𝑖−1
𝑛

∆𝑥2  

Which leads to 𝑐𝑖
𝑛+1 = 𝑐𝑖

𝑛 −
𝑢∆𝑡

∆𝑥
(𝑐𝑖

𝑛 − 𝑐𝑖−1
𝑛 ) +

𝐷∆𝑡

∆𝑥2
(𝑐𝑖+1

𝑛 − 2𝑐𝑖
𝑛 + 𝑐𝑖−1

𝑛 ) 

𝑐𝑖
𝑛+1 = (

𝑢∆𝑡

∆𝑥
+

𝐷∆𝑡

∆𝑥2
) 𝑐𝑖−1

𝑛 + (1 −
𝑢∆𝑡

∆𝑥
− 2

𝐷∆𝑡

∆𝑥2
) 𝑐𝑖

𝑛 +
𝐷∆𝑡

∆𝑥2
𝑐𝑖+1

𝑛  

Implies to  𝑐𝑖
𝑛+1 = (𝛾 + )𝑐𝑖−1

𝑛 + (1 − 𝛾 − 2)𝑐𝑖
𝑛 +  𝑐𝑖+1

𝑛 … … … (5) in which,  𝛾 =
𝑢∆𝑡

∆𝑥
 ,  =

𝐷∆𝑡

∆𝑥2 
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2.3 Explicit Centered Difference Scheme by FTCS techniques 

By Explicit forward time difference formula  
𝜕𝐶

𝜕𝑡
=

𝐶𝑖
𝑛+1−𝐶𝑖

𝑛

∆𝑡
 … … … (6), next use the centered space difference formula  

𝜕𝐶

𝜕𝑥
=

𝐶𝑖+1
𝑛 −𝐶𝑖−1

𝑛

2∆𝑥
 

… … … (7) and  
𝜕2𝐶

𝜕𝑥2
=

𝐶𝑖+1
𝑛 −2𝐶𝑖

𝑛+𝐶𝑖−1
𝑛

∆𝑥2
 … … … (8) 

Substituting equations (6 - 8) into equation (1) and rearrange according the time level, lead to 

𝑐𝑖
𝑛+1 − 𝑐𝑖

𝑛

∆𝑡
+ 𝑢

𝑐𝑖+1
𝑛 − 𝑐𝑖−1

𝑛

2∆𝑥
= 𝐷

𝑐𝑖+1
𝑛 − 2𝑐𝑖

𝑛 + 𝑐𝑖−1
𝑛

∆𝑥2
 

Which leads to    𝑐𝑖
𝑛+1 = 𝑐𝑖

𝑛 −
𝑢∆𝑡

2∆𝑥
(𝑐𝑖+1

𝑛 − 𝑐𝑖−1
𝑛 ) +

𝐷∆𝑡

∆𝑥2
(𝑐𝑖+1

𝑛 − 2𝑐𝑖
𝑛 + 𝑐𝑖−1

𝑛 ) 

 

𝑐𝑖
𝑛+1 = (

𝑢∆𝑡

2∆𝑥
+

𝐷∆𝑡

∆𝑥2
) 𝑐𝑖−1

𝑛 + (1 − 2
𝐷∆𝑡

∆𝑥2
) 𝑐𝑖

𝑛 + (
𝐷∆𝑡

∆𝑥2
−

𝑢∆𝑡

2∆𝑥
) 𝑐𝑖+1

𝑛  

Implies to 

𝑐𝑖
𝑛+1 = (𝛾/2 + )𝑐𝑖−1

𝑛 + (1 − 2)𝑐𝑖
𝑛 + (−

𝛾

2
+ ) 𝑐𝑖+1

𝑛  …  (9), in which, 𝛾 =
𝑢∆𝑡

∆𝑥
 ,  =

𝐷∆𝑡

∆𝑥2 

Now, we can write the general form of an explicit 1st order scheme as  𝑐𝑖
𝑛+1 = 𝐿0𝑐𝑖−1

𝑛 + 𝐿1𝑐𝑖
𝑛 + 𝐿2𝑐𝑖+1

𝑛  

where, the values of the coefficients are given at below: 

 

Coefficient of explicit central difference scheme 

Scheme 𝐿0 𝐿1 𝐿2 

FTBSCS 
 +  

1 − 𝛾 − 2  

FTCS 𝛾

2
+  1 − 2  −

𝛾

2
 

 

 

So, from above equations, we observe that knowing the values at time n we can obtain the corresponding ones at time n+1 using 

this recurrence relation 𝑐0
𝑛 and 𝑐𝑖

𝑛
must be replaced by the boundary conditions, in this example they are both 0 and 1. 

3. STABILITY ANALYSIS 

After surveying the relevant literature on the subject, we discover that no practical stability criterion exists for (5) and (9). We de-

veloped simultaneous stability conditions for both the schemes and maintaining the criteria we verify the results of the schemes 

by setting an example.    

3.1 Stability conditions for the scheme with FTBSCS techniques are given by 

0 ≤
𝐷∆𝑡

∆𝑥2 ≤ 1 and −
𝐷∆𝑡

∆𝑥2 ≤
𝑢∆𝑡

∆𝑥
≤ 1 − 2

𝐷∆𝑡

∆𝑥2. 

In which    𝛾 =
𝑢∆𝑡

∆𝑥
 ,  =

𝐷∆𝑡

∆𝑥2 

3.2 Stability conditions for the scheme with FTCS techniques are given by 

0 ≤
𝐷∆𝑡

∆𝑥2
≤

1

2
 and − 2

𝐷∆𝑡

∆𝑥2
≤

𝑢∆𝑡

∆𝑥
≤ 2 (1 −

𝐷∆𝑡

∆𝑥2
), 

In which,  𝛾 =
𝑢∆𝑡

∆𝑥
 ,  =

𝐷∆𝑡

∆𝑥2 

(i, n+1) 

(i-1, n) (i+1, n) (i, n) 

 

Figure 2.3: The stencil for explicit method for the ADE. 
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4. NUMERICAL SIMULATION AND RESULTS DISCUSSIONS 

Various finite difference equations were used to represent the parabolic model equation (1). It is extremely important to experi-

ment with the application of these numerical techniques. It is hoped that by writing computer codes and analyzing the results, 

additional insights into the solution procedures are gained. Therefore, this section proposes an example and presents solutions by 

the described schemes. 

 

4.1 Problem description: Estimation of pollutant in a river of length l = 6 meter at all time t = 1minute to t = 6 minutes with 

fluid velocity, u = 0.01 m/s = 36 m/h and diffusion coefficient,  D = 0.01m2/s=36 m2/h. The advection diffusion equation for this 

problem is  
𝜕𝐶

𝜕𝑡
+ 𝑢

𝜕𝐶

𝜕𝑥
= 𝐷

𝜕2𝐶

𝜕𝑥2
 . Various values of spatial nodes size and time steps are to be used to investigate the numerical 

schemes and the effect of steps on stability and accuracy. An attempt is made to solve the stated problem subject to the imposed 

initial and Neumann boundary conditions by the following: The FTBSCS and FTCS schemes with 

x = 0.05,    nx = 120    t = 0.07,    nt = 3600 

x = 0.15,    nx = 40      t = 0.1,      nt = 3600 

x = 0.05,   nx = 120     t = 0.122,   nt= 2948 

SOLUTIONS 

Case I. When the step sizes are x = 0.05,  t = 0.07. 

In this case, both the schemes are to be used as stated previously: The stability requirements of the FTBSCS scheme are 

0 ≤
𝐷∆𝑡

∆𝑥2 ≤ 1 and −
𝐷∆𝑡

∆𝑥2 ≤
𝑢∆𝑡

∆𝑥
≤ 1 − 2

𝐷∆𝑡

∆𝑥2  (the terms 
𝑢∆𝑡

∆𝑥
= 𝛾 and  

𝐷∆𝑡

∆𝑥2 = 𝜆 are known as the advection number and diffusion number 

respectively). 

For this particular application, 𝜆 =
𝐷∆𝑡

∆𝑥2 =
0.01×0.07

(0.05)2 = 0.28 

𝛾 =
𝑢∆𝑡

∆𝑥
=

0.01 × 0.07

0.05
= 0.014 

  
𝐷∆𝑡

∆𝑥2 =
0.01×0.07

(0.05)2 = 0.28 ≤ 1 and  −
0.01×0.07

(0.05)2 ≤
0.01×0.07

0.05
≤ 1 − 2 ×

0.01×0.07

(0.05)2  

or,  

 
𝐷∆𝑡

∆𝑥2 =
0.01×0.07

(0.05)2 = 0.28 ≤ 1 and  −0.28 ≤ 0.014 ≤ 0.44.  

And the stability requirements of the FTCS scheme are 0 ≤
𝐷∆𝑡

∆𝑥2 ≤
1

2
  and  −2

𝐷∆𝑡

∆𝑥2 ≤
𝑢∆𝑡

∆𝑥
≤ 2 (1 −

𝐷∆𝑡

∆𝑥2). 

For this particular application,       
𝐷∆𝑡

∆𝑥2 =
0.01×0.07

(0.05)2 = 0.28 ≤
1

2
 and −2 ×

0.01×0.07

(0.05)2 ≤
0.01×0.07

0.05
≤ 2 (1 −

0.01×0.07

(0.05)2 ) 

or,  

 
𝐷∆𝑡

∆𝑥2 =
0.01×0.07

(0.05)2 = 0.28 ≤
1

2
 and  −0.56 ≤ 0.014 ≤ 1.44.  

 

Therefore, the stability conditions for both the schemes are satisfied, and a stable solution is expected. The velocity profiles are to 

be obtained up to t = 4 minutes are shown in Figure 4.1. 

 



6 ULAB JOURNAL OF SCIENCE AND ENGINEERING 

 

Figure 4.1: Velocity profiles with the schemes, x=0.05, t=0.07 

 

Case II. When the step sizes are increased to x = 0.15,  t = 0.1, the stability requirements of the FTBSCS scheme are  

0 ≤
𝐷∆𝑡

∆𝑥2 ≤ 1 and−
𝐷∆𝑡

∆𝑥2 ≤
𝑢∆𝑡

∆𝑥
≤ 1 − 2

𝐷∆𝑡

∆𝑥2. For this particular application, 𝜆 =
𝐷∆𝑡

∆𝑥2 =
0.01×0.1

(0.15)2 = 0.044 and 𝛾 =
𝑢∆𝑡

∆𝑥
=

0.01×0.1

0.15
= 0.007 

  
𝐷∆𝑡

∆𝑥2 =
0.01×0.1

(0.15)2 = 0.044 ≤ 1 and  −
0.01×0.1

(0.15)2 ≤
0.01×0.1

0.15
≤ 1 − 2 ×

0.01×0.1

(0.15)2  

or 

  
𝐷∆𝑡

∆𝑥2
=

0.01×0.1

(0.15)2
= 0.044 ≤ 1 and  −0.044 ≤ 0.007 ≤ 0.912  

And the stability requirements of the FTCS scheme are 0 ≤
𝐷∆𝑡

∆𝑥2 ≤
1

2
  and  −2

𝐷∆𝑡

∆𝑥2 ≤
𝑢∆𝑡

∆𝑥
≤ 2 (1 −

𝐷∆𝑡

∆𝑥2). 

For this particular application, 

  
𝐷∆𝑡

∆𝑥2
=

0.01×0.1

(0.15)2
= 0.044 ≤

1

2
 and −2 ×

0.01×0.1

(0.15)2
≤

0.01×0.1

0.15
≤ 2 (1 −

0.01×0.1

(0.15)2
) 

or 

 
𝐷∆𝑡

∆𝑥2 =
0.01×0.1

(0.15)2 = 0.044 ≤
1

2
 and  −0.088 ≤ 0.007 ≤ 1.912  

Therefore, the stability condition is satisfied, and a stable solution is expected. The velocity profiles are to be obtained up to t = 6 

minutes are shown in Figure 4.2. 

 

 

Figure 4.2: Velocity profiles with the schemes, x=0.15, t=0.1 
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Case III. When the step sizes are increased to x = 0.05,  t = 0.122, which is only a fraction of an increase over preceding cases. 

 In this case, the stability requirement of the FTBSCS scheme are 0 ≤
𝐷∆𝑡

∆𝑥2 ≤ 1 and−
𝐷∆𝑡

∆𝑥2 ≤
𝑢∆𝑡

∆𝑥
≤ 1 − 2

𝐷∆𝑡

∆𝑥2. 

For this particular application, 𝜆 =
𝐷∆𝑡

∆𝑥2
=

0.01×0.122

(0.05)2
= 0.488 and 𝛾 =

𝑢∆𝑡

∆𝑥
=

0.01×0.122

0.05
= 0.0244 

     
𝐷∆𝑡

∆𝑥2
=

0.01×0.122

(0.05)2
= 0.488 ≤ 1 and  −

0.01×0.122

(0.05)2
≤

0.01×0.122

0.05
≤ 1 − 2 ×

0.01×0.122

(0.05)2
 

or 

 
𝐷∆𝑡

∆𝑥2
=

0.01×0.122

(0.05)2
= 0.488 ≤ 1 and  −0.488 ≤ 0.0244 ≤ 0.024, which exceeds the stability requirement. 

And the stability requirements of the FTCS scheme are  0 ≤
𝐷∆𝑡

∆𝑥2
≤

1

2
  and  −2

𝐷∆𝑡

∆𝑥2
≤

𝑢∆𝑡

∆𝑥
≤ 2 (1 −

𝐷∆𝑡

∆𝑥2
). 

For this particular application, 

     
𝐷∆𝑡

∆𝑥2 =
0.01×0.122

(0.05)2 = 0.488 ≤
1

2
 and −2 ×

0.01×0.122

(0.05)2 ≤
0.01×0.122

0.05
≤ 2 (1 −

0.01×0.122

(0.05)2 ) 

or 

 
𝐷∆𝑡

∆𝑥2
=

0.01×0.122

(0.05)2
= 0.488 ≤

1

2
 and  −0.976 ≤ 0.0244 ≤ 1.024. 

 

Therefore, at this stage one of the stability conditions for FTBSCS is not satisfied, and an unstable solution is appeared. With the 

step sizes indicated, an unstable solution is developed. The velocity profiles are to be obtained at t = 6 minutes are shown in Fig-

ure 4.3. 

 

Figure 4.3: Velocity profiles with the schemes, x=0.05, t = 0.122 

5. ANALYSIS 

In the preceding section, two explicit finite difference schemes are applied to the advection diffusion equation and the solutions 

are presented. The effect of the stability imposed by the diffusion number on the FTBSCS and FTCS explicit schemes are clearly 

indicated. Therefore, for these schemes the selection of step sizes is limited due to the stability requirement. However, the accura-

cy requirement limits the use of large time steps, since an increase in time steps will increase the truncation errors introduced in 

the approximation process of the PDE. 

For the simple problem under consideration, an analytical solution may be obtained. The analytical solution of ADE with the 

imposed initial and boundary conditions is as follows- 

 

5.1 The Advection-diffusion equation as an IBVP 

The one-dimensional advection-diffusion equation [1] is given as  
𝜕𝑐

𝜕𝑡
+ 𝑢

𝜕𝑐

𝜕𝑥
= 𝐷

𝜕2𝑐

𝜕𝑥2 … … … (10) where, c represents the solute con-
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centration [ML-3] at x along longitudinal direction at time t, D is the solute dispersion, if it is independent of position and time, is 

called dispersion coefficient [L2T-1], t=time[T]; x= distance[L] and, u is the mean flow velocity [LT-1] assumed to be constant. 

Appended with initial condition 𝑐(𝑥, 0) = 𝑓(𝑥)                  0 ≤ 𝑥 < 𝑙 … … … … (11) 

and boundary conditions  𝑐(𝑥 = 0, 𝑡) = 𝑔0(𝑥)                   0 < 𝑡 ≤ 𝑇 … … … (12) 

    𝑐(𝑥 = 𝑙, 𝑡) = 𝑔1(𝑥)                     0 < 𝑡 ≤ 𝑇 … … … (13) 

 the ADE formulates an initial boundary value problem (IBVP). 

 

5.2 Analytic solution 

By coordinate transformation, the exact solution [1] of the advection-diffusion equation in unbounded is given by 

𝑐(𝑥, 𝑡) =
𝑀

𝐴√4𝜋𝐷t
𝑒𝑥𝑝 (−

(x – (x0  +  ut))2

4𝐷t
) … … … … (14) 

 

5.3 Error Estimation and Convergence 

An error term is in L1-norm as  𝑒𝑟𝑟 =
∥𝑐𝑒−𝑐𝑛∥1

∥𝑐𝑛∥
 . … … … (15) where, ce is the exact solution, and cn is the numerical solution comput-

ed by the finite difference schemes for time 𝑡 ∈ [0, 6].The following figure 5.1 shows the convergence of relative error by the 

scheme FTBSCS. 

 

Figure 5.1 Rate of Numerical feature of Convergence 

The following figure 5.2 shows the convergence of relative error by the scheme FTCS. 

 

Figure 5.2 Rate of Numerical feature of Convergence 
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The following figure 5.3 shows the comparison of relative errors for the both schemes. 

 

Figure 5.3 Comparison of relative errors for the both schemes 

6. CONCLUSION 

We have presented stability analysis, analytical solutions and numerical solutions for 1D advection diffusion equation with an 

initial condition and Neumann boundary conditions. Numerical experiment is presented graphically. The analytical result is used 

for code validation and for error comparison of both schemes. In addition, it is used to study the effect of step size on the accura-

cy of solutions. The results shown in Figure 5.1 – 5.3 are the error terms as defined above at time level [1, 6]. Two points to em-

phasize with regard to Figure 5.1-5.3 are: (1) for this application, the FTCS scheme has minimum error in comparison with 

FTBSCS scheme, and the amount of error is decreased for the both schemes as the solution is marched in time. This error reduc-

tion is due to a decrease in the influence of the initial data. 
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1 INTRODUCTION 

N developing countries of Asia, rapid growth of economy, population, urbanization and dependency on vehicles are causing 
increased risk on environment [1]. Deterioration of environment has most hostile effects on Asian, African and Latin American 
countries due to poverty than the other countries of the world [2]. As an overpopulated developing country of Asia, the popula-

tion of Bangladesh will be about 17 crore by the year of 2020 [3]. Environmental condition of the country is deteriorated due to 
different sources of environmental pollution. Rapid urbanization and industrialization lead the country for major environmental 
problems. Air, water and soil pollution, disposal of solid waste and exposure to noise are the key problems of environment in 
Bangladesh. Moreover, Bangladesh is on high risk of climate change and global warming. 

The current environmental situation of the country could not be balanced thoroughly because acute environmental pollution 
are affecting public health, ecosystem and growth of economy [4]. Environmental problems occur in all major cities of the country 
[5]. Environment is being deteriorated and natural resources are being depleted in this country because of rapid growth of popu-
lation, poverty, and absence of proper knowledge on environmental conservation [6]. Presence of proper effluent treatment plants 
has not been found in most of the industrial establishments of Bangladesh so that disposal of industrial effluent pollute the soil 
and water and cause emissions to the air [7]. Moreover, emissions from motor vehicles, aero planes, trains, industrial establish-
ments, power generation set up, brick fields, uncovered burning, incinerating, solid waste dumping area and particulate matters 
are causing to atmospheric pollution [8]. Year to year, this country has been enduring deterioration process of environment that is 
a serious matter of thinking [2]. So environmental problems due to different sources of pollution should be controlled to reduce 
the effects of environmental pollution and to ensure the healthy environmental condition of the country. Avoidance of the certain 
limit of deterioration of environment in developmental process is also a subject of argument [9]. 

The natural environment of Bangladesh has been under continuous pressure due to unplanned urbanization and industrializa-
tion [10]. Although environmental rules and regulations are formulated and enforcing in some extent, it is needed to take more 
necessary steps for improving environmental quality and to prevent deterioration of environment in Bangladesh. People of this 
country are not also aware that they are polluting the environment because of lack of knowledge and awareness. The effort of this 
article was to focus on deterioration of environment and to recognize the key concerns of environment of Bangladesh to provide 
an overall scenario of major environmental problems of the country for improving its environmental situation. However, more 
emphasis should also be given on environmental improvement for continuing to achieve millennium development goals as well 
as achieving sustainable development goals. For that reason, effective environmental management system and policy framing can 
only be the way of preventing and mitigating deterioration of environmental quality. 

 

I 
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2 MATERIALS AND METHODS  

This review study has been carried out thoroughly based on secondary information. A systematic review of available research 
studies was carried out for identifying major environmental problems and for giving an outline to address these problems. In 
Bangladesh, many methodical qualitative and quantitative research works have been carrying out on different perspectives of 
environmental problems. Many research works were conducted on water quality, air pollution, solid waste management, noise 
pollution and industrial pollution in the country. In this article, mainly available qualitative and quantitative research works and 
articles were collected from Internet which are related to air, water, soil and noise pollution of Bangladesh. Collected documents 
were analyzed to retrieve information and to give an overview of major problems in case of environmental degradation in Bang-
ladesh. 

3 RESULTS AND DISCUSSIONS  

As demonstrated in this document, the numbering for sections upper case Arabic numerals, then upper case Arabic numerals, 
separated by periods. Initial paragraphs after the section title are not indented. Only the initial, introductory paragraph has a 
drop cap. 

 
3.1 Air Pollution 
Air pollution is an issue of significant danger in numerous developing countries which is causing annual loss of life of about 20, 
00,000 people globally [11]. Polluted air causes respiratory problems, bronchitis, headaches and dizziness, nasal congestion, and 
renal damage and a lot of emissions also contribute to the greenhouse effect and thus inducing global warming and sea level rise 
[10]. Air pollution is a great environmental concern for Bangladesh particularly in big metropolitan cities like Dhaka and Chitta-
gong [12]. Ambient levels of Particulate Matter, SO2 and Pb far exceed the levels of Bangladesh air quality standards and WHO 
guidelines [8]. Recorded data on air pollution in Dhaka city confirms that the annual mean of PM10 and PM2.5 is highly signifi-
cant [13]. According to Mahmood [11], the volume of lead concentration in atmosphere of Dhaka city is 463 nanograms per cubic 
meter which is ten times higher than the permissible limit. Burning of fossil fuels, emissions from brick kiln, industrial emissions 
and emissions from vehicles are the main causes of atmospheric pollution in Bangladesh [3], [14]. According to Dewan et al. [15], 
“Leather, food, pulp and paper, textile industries around the Dhaka city largely contribute to SO2, NO2, CO, PM and Volatile Or-
ganic Chemicals (VOC) to the air, for example, the estimated emission of SO2 by the brick kilns and manufacturing industries is 
28.8% and 10%, respectively.” 
 
As discussed by DoE [12], there are some remarkable projects for air quality management. These are:  

i. Air Quality Management Project (AQMP) implemented by the DoE with support from the World Bank during 2000-2007. 
ii. Clean Air and Sustainable Environment (CASE) project supported by the World Bank. 

iii. Bangladesh Air Pollution Management (BAPMAN) project.  
iv. A project for implementation of Male Declaration.  

 
In Dhaka city, air quality improvement was found in some extent because of CNG introduction and banning 2-stokes 3 wheelers 
[14]. Although some initiatives have been taken to prevent air pollution, such initiatives are not sufficient for improving the air 
quality and more initiatives are needed for controlling and monitoring air emissions from vehicles, industries, brick kilns and 
other possible sources of air pollution. 

 

3.2 Water Pollution 

Bangladesh, located mostly in the flood plains of the Ganges, the Brahmaputra rivers and the Meghna rivers, is one of the largest 
deltas in the world and crossed by 405 rivers draining an area of 1,750,000 Km2 [16]. Water has significant influence in the econo-
my of this country [10]. The reality of water resources in Bangladesh is however a reason for grave concern [17]. 

Water is crucial for maintaining the quality of life and inevitable source of sustaining existence [2], [18]. But, disposal of urban 
and medical wastages and hazardous releases of pollutants from industrial establishments degrade the quality of both surface 
and ground water [4]. In Bangladesh, most of the industries release hazardous wastewater to the surrounding water courses apart 
from sense of environment [19]. In most of the cases, wastewater are discharged from point sources without any treatment. More-
over, the residential and commercial establishments near the river banks directly discharge wastewater into the rivers or their 
discharges subsequently find way into the rivers [20]. The main water pollutants in Bangladesh are a) liquid organic and inorgan-
ic wastes, b) nutrient substances, c) synthetic compounds, d) inorganic chemicals, e) silt and sediment, f) hot water and i) indus-
trial, municipal and urban wastes [21]. 

According to the Institute of Environment and Development Studies [22], “about 900 polluting industries in Bangladesh dis-
pose their untreated industrial wastes directly into the rivers, although the effluent contain 10 to 100 times higher than the allow-
able permissible limits.” It was found that the rivers around the Dhaka Metropolitan City were highly polluted in the months 
from January to May [16]. Seven thousands industries situated near the rivers discharge daily 15,00,000 m3 of wastewater into the 
Buriganga, the Shitalakhya, the Balu and the Turag rivers of Dhaka city and other 5,00,000 m3 of wastewater come into these rivers 
from different non-industrial origins [10]. Halder and Islam [23] found, “the maximum concentration of turbidity, BOD, hardness, 
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TDS and COD of Turag river of Dhaka is much higher than the acceptable limits.” Study revealed that the concentration of DO 
and BOD has exceeded beyond the standard limits in cases of the Buriganga and the Shitalakhya rivers during 2000 to 2010 [10]. 
The Karnaphuli is the main river of commercial capital Chittagong district of Bangladesh where the river is polluted in several 
ways particularly through industrial and sewerage disposals and municipal wastes from different drainage systems without any 
treatment [24] [25]. Quality of riverine water is polluting day by day [17]. From 1990 and onwards, the Government of Bangladesh 
has been pushing the industrial proponents towards pollution abatement measures and installations of Effluent Treatment Plants 
(ETPs) at their premises [10]. Although industries are installing ETPs, structure of ETPs should be improved more for tertiary 
treatment along with primary and secondary treatments. Moreover, it is needed to take necessary steps to treat municipal sewer-
age and domestic wastewater before final disposal to the water bodies. 

Arsenic is another problem regarding ground water pollution in Bangladesh. This utmost serious issue is caused by the dete-
rioration of environment [4]. Numerous tubewells has found polluted with arsenic in ninety’s decade [6]. According to World 
Bank [10], “about 35 million of Bangladesh population are affected by the arsenic contamination.” According to UNICEF [26], 
“nationwide, approximately 20 per cent of shallow tubewells are contaminated and in more than 8,000 villages where 80 per cent 
of all tube wells are contaminated; about 20 million people in Bangladesh are using tube wells with more than 50ppb of Arsenic.”  
Hence, it is needed to focus more to mitigate water pollution from different sources of pollutants along with Arsenic contamina-
tion of ground water. 

 

3.3 Disposal of Solid Waste  

Unsanitary situation of solid waste is terrible in Bangladesh and this situation will be worst with rapid growth of population in 
municipal area [27]. Consumption as well as production patterns are changing rapidly causing an increasing quantity of wastes 
[10]. About 4000 to 4500 tons of solid waste are generated daily and this waste generation is accomplished with dispersing on 
roadways, spillage, obstructing water courses, undiscriminating disposal in empty areas and create degradation of environment 
[4]. Per capitia waste generation rate is 0.41 kg/day in the municipal area of Bangladesh although in total waste collection situa-
tion is not very satisfactory [3]. In Dhaka city, each day over 3000 tons of household waste is being produced, but Dhaka City 
Corporation collects less than half of it [28]. Enayetullah et al. [29] mentioned, “existing infrastructure for waste management 
shows that waste collection efficiency in different urban areas varies from 37% to 77% with an average of 55%.” 
Waste management is a serious environmental concern for Bangladesh, although waste could be transformed in resources [10]. 
From decomposition of solid waste, methane emission occurs in the atmosphere which is one of the main gases of greenhouse 
effect. Bad odor and smell also cause serious threat to the urban environment due to mismanagement of solid waste. Spread of 
communicable diseases is one of the major effect of mismanagement of municipal waste and poorly managed wastes cause air-, 
water- and land-pollution, damage of ecosystems, decrease of soil fertility and loss of aesthetic beauty [10]. It is extremely needed 
to take more initiatives like 3Rs (Reduce, Reuse and Recycle) and 4Rs (Recover, Reduce, Reuse and Recycle) for management and 
policy formulation of solid wastes, which ultimately improve the environment.   
 

3.4 Noise Pollution  

Noise is undoubtedly a source of atmospheric pollution [30]. Excessive noise pollution has become one of the major concerns of 
urban life in Bangladesh [31]. Due to industrial and urban growth, noise pollution is increasing in municipal areas of the country 
[32]. It was found from study that some selected residential areas of Dhaka have maximal sound pollution than the standard 
sound level prescribed by the Department of Environment (DoE) of Bangladesh [33]. As mentioned by Ahmed amd Rahman [30], 
“noise level of busy streets in Dhaka city has been estimated 60 to 80 dB, with the sound of vehicles being 95 dB, loud speakers 90 
to 100 dB, mills and factories 80 to 90 dB , restaurants and cinema halls 75 to 90 dB, scooter or motorbike 87 to 92 dB, trucks and 
buses 92 to 94 dB. However, the desired sound level is 25 dB in the bedroom, 40 dB in the dining or drawing room, 35-40 dB in the 
office, 30-40 dB in the classroom, 35-40 dB in the library, 20-35 dB in hospital, 40-60 dB in a restaurant and 45 dB in the city at 
night.” 

Horns from vehicles, aeroplanes, railway stocks, vans, public transport facilities and other means of transports all producing 
excessive noise and because of exposure to excessive noise, numerous health problems are happened [34]. Because of noise pollu-
tion, impairment of hearing ability and malfunctioning of other body systems is more frequent [35]. Khan [30] mentioned, “expo-
sure to noise pollution on a regular basis at a high decibel level causes deafness, memory loss, nausea, peptic ulcer, blood pres-
sure, heart ailments and mental and physical disorders of children.” 

 

3.5 International Emphasis on Environment   

First step for pollution prevention was taken by the Water Boundary Treaty in 1909 which was an intermediation between the 
United States and Canada.  In 1972, first international conference focusing on environment named by the ‘United Nations Confer-
ence on Human Environment’ initiated steps for preventing human impact on environment [37]. After this conference, some in-
ternational pacts were signed:  (i) Geneva Convention on Transboundary Air Pollution in 1979, (ii) Vienna Convention for the Pro-
tection of the Ozone Layer in 1985, (iii) Montreal Protocol on Substances that Deplete the Ozone Layer in 1987, (iv) Basel Conven-
tion on the Control of Transboundary Movements of Hazardous Wastes and their Disposal in 1989, (v)  UN Conference on Envi-
ronment and Development (UNCED) in Rio de Janerio, Brazil in 1992  which is also known as ‘Earth Summit’, (vi) Agenda 21 -  a 
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platform for sustainable development and (vii) United Nations Framework Convention on Climate Change (UNFCCC) in 1995  
[37], [38], [39].  

In 2001, Stockholm Convention on Persistent Organic Pollutants (POPs) banned specific chemicals and intercept the usage of 
other chemicals and also prescribed disposal and management of chemicals in environmental friendly procedures [39]. The Unit-
ed Nations Climate Change Conferences (UNFCCC) has been held annually from 1995 that lead to establish ‘Kyoto Protocol’  in 
1997 for protecting the world from global warming through cut down of emissions of greenhouse gases and the last effort of 
UFCCC was ‘Paris Agreement’ in 2015 for bounding earth temperature beneath 2 or 1.5 degree Celsius [40]. 

 

3.6 Steps for Protecting Envionment and Mitigating Environmental Problem in Bangladesh  

In Bangladesh, policies, rules and laws concerning environmental problems have been formulated. Some important steps were 
taken to protect environment like adoption of National Environment Policy in 1992, initiation of National Environment Manage-
ment Action Plan (NEMAP), enactment of the Environmental Conservation Act 1995 and obtaining environmental clearance for 
operation of each and every industrial units and projects [10]. Major environmental policies, rules and laws of Bangladesh are 
given below: 

a. The Motor Vehicles Rules, 1940 (Extracts)  
b. The Building Construction Act, 1952  
c. Water Pollution Control Ordinance, 1970 [Repealed by Ord. XIII of 1977]  
d. Environmental Pollution Control Ordinance, 1977 [Repealed by Act I of 1995]  
e. Motor Vehicles Ordinance, 1983 (Extracts)  
f. Industrial Policy, 1991  
g. Bangladesh National Environmental Policy, 1992  
h. National Conservation Strategy, 1992  
i. National Environmental Management Action Plan (NEMAP), 1995  
j. Bangladesh Environmental Conservation Act, 1995 [Act I of 1995]  
k. Bangladesh Environmental Conservation Rules, 1997  
l. National Policy for Safe Water Supply and Sanitation, 1998  
m. The National Water Policy, 1999  
n. Bangladesh Environmental Court Act, 2000  
o. Bangladesh Environmental Conservation (Amendment) Act, 2000  
p. Bangladesh Environmental Conservation (Amendment) Act, 2002  
q. Bangladesh Environmental Court (Amendment) Act, 2002  
r. Ozone Depleting Substance (Control) Rules, 2004  
s. National Energy Policy, 2004  
t. Sound Pollution Rules, 2006  
u. Building Construction Rules, 2006  
v. Medical Waste (Management and Handling) Rules, 2008  
w. Mobile Court Act, 2009  
x. Bangladesh Environmental Conservation (Amendment) Act, 2010  
y. Bangladesh Environmental Conservation (Amendment) Rules, 2010  
z. Bangladesh Environmental Court Act, 2010  
aa. National Urban Sector Policy, 2011  
bb. Hazardous Waste and Ship Breaking Waste Management Rules, 2011  
cc. Bangladesh Water Act, 2013 [41] 

 
It is urgent need to enforce and implement effectively the above mentioned rules, laws and policy for protecting deterioration of 
environmental condition. The Ministry of Environment and Forest (MoEF) is in charge of devising appropriate policies, plans and 
programs and to coordinate the activities for protection and improvement of the environment and the Department of Environ-
ment (DoE) under the MoEF is the regulatory body and technical wing of the government responsible for enforcing environmen-
tal laws to ensure environmental conservation and sustainable development [10]. Moreover, strong monitoring is also necessary 
to observe violation of legislation by different industries, brick kilns, establishments and vehicles. 

4 CONCLUSION 

Sound environmental condition plays an important role for fulfilling basic requirements of living of people [2]. Bangladesh is the 
8th biggest populous and 6th most densely populated country of the world [10]. Air, water and soil are the major abiotic parts of 
environment which are needed to consider for any development of the country. But by ignoring the environmental components, 
Bangladesh is facing serious environmental degradation because of pollution problems with rapid growth of population and in-
dustrialization. Deterioration of environment is in dreadful situation over the current periods of time [2]. Environment pollution 
has adverse effect on healthy living, prosperity and survival of people [9]. 

Although initiatives were taken by the government as well as by the policy making and enforcing Department of Environment 
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(DoE), but more initiatives should be taken to abate environmental pollution. Sector wise management system and implication of 
legislation to reduce air, water and soil pollution and to ensure proper management of solid waste shall be effective in such case. 
Policy makers are also needed to be more active and aware about environmental problems for effective decision making. We 
should adhere the message of the United Nations Research Institute for Social Development [9]: “Environmental problems must 
be understood as part of the larger social framework, as an integral part of social integration, and must be addressed from this 
perspective.” Without proper implementation of legislation and enforcement of law, it is impossible to reduce environmental 
problems. As the people of this country are not fully aware about the importance of conserving environment, so environmental 
awareness programs are needed for the people.  Engagement of civil society in creating environmental awareness and for taking 
part in environmental development is also essential in this respect. Moreover, as a low lying country, Bangladesh is one of the 
vulnerable countries for global warming, climate change and sea level rise and also natural and man-made disasters.  Environ-
mental deterioration has also been leading the possibility of more disastrous situations for the country. So it is the demand of time 
to take necessary steps (preventive, precautionary and corrective measures) to improve the environmental quality of Bangladesh. 
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1 INTRODUCTION 

The independence of sample mean and variance of independently, identically and normally distributed variables is essential 

in the basic definition of Student -statistict [1] and also in the development of many statistical methods. For a sample of 

size ,n  it is usually proved using the independence of X  and 1( ,X X 2 ,X X , ),nX X  (see e.g. Theorem 1, 

p.340, [2]), but this requires background on independence of functions of random variables (Theorem 2, p.121, [2]) that may 

not be easily accessible to beginning undergraduate students.  

There are several proofs of the independence of sample mean and variance, the popular of which seems to be the one due 

to[3]. It uses moment generating function of chi-square variable conditional on sample mean and as such not straightforward.  

Therefore, proofs accessible to undergraduate students have been an issue of discussion. See for example, [4] and also 

American Statistician, 1992, Volume 46, No. 1, pp. 72-75.  

In this note, we present two new proofs. The first one is a direct proof of independence of sample mean and variance but 

for a sample of size 2 with a view to shedding light on the topic and to inspire students and instructors. Though we use 

moment generating function but unlike Shuster’s proof we avoid the use of conditional distributions. The second one seems 

to be simplest of all other proofs though it requires the evaluation of a double integral and a sense of origin invariance of 

sample variance. 

2 THE IMPORTANCE OF THE RESULT 

The derivation of t-distribution by [1] required the independence of sample mean and variance. Though it was not clearly 

mentioned in the paper, [5] figured out that the independence of sample mean and variance was implicitly assumed. The 

independence of mean and variance was proved by [3] using a mathematical tool provided by Fisher. This happened one 

year before Student passed away. [7] points that Helmert proved that sample mean and variance are independent. Because of 

this historical fact, [8] recommended calling the joint distribution of the two random variables “Helmert’s Distribution”.  

Lukacs (1942) presented an easier proof of the result: 

If the variance (or second moment) of a population distribution exists, then a necessary and sufficient condition for the 

normality of the population distribution is that sample mean and variance are mutually independent. Since then many authors 

including [8], [9], [10], [11], [3], [4] and [12] came up with different proofs and characterizations.  
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The independence of mean and variance extends to a broader class of distributions when the iid restriction of the sample 

is relaxed. For example, it is well known that if  
1 2( , ,..., )nX X X  has an n-variate normal distribution with an 

exchangeable covariance pattern, that is, 
2( ) ,jV X    

2( , ) ,j kCov X X   
1

1,
1n

  


 < 1, for 1,2,...,j n   and 1,2,...,k n  

(c.f. [10], pp. 196–197).  [13], in an expository article, also demonstrated independence of mean and variance based on non-

iid samples from populations with specific mixture structures. It has been proved, see for example, [14] that t-statistic based 

on elliptically symmetric distributions has Student t-distribution. The t-statistic based on many skew normal distributions has 

also Student t-distribution. See, for example, [15]. 

Also t-statistics based on a joint distribution proposed by [16] follow Student t-distribution. [17] came up with vertical 

density representation that includes a brod class of distributions that guarantees that t-statisic has a Student t-distribution.  

The above proves that normailty is not a necessity as has been thought of over the decades.  

However, even with all these developments, we feel there is no direct and simple proof of the independence of  mean and 

variance.  

3 MAIN RESULTS 

Let
1X  and 

2X have an arbitrary 2-dimensional  joint distribution. We define the sample mean x  and 
variance 

2s  by 
1 2nx x x   and 

2 2

1 22 ( )xs x x    respectively. Since 
2~ ( ,  / ),X N n 

 
the moment 

generating function 1 1( ) [exp( )]
X

M t E t X of X  is known to be  
2 2

1
1( ) exp ,

2
X

t
M t t

n




 
   

 
 which simplifies to 

2 2

1
1 1( ) exp

4
X

t
M t t




 
  

 
for a sample of size 2.  

The moment generating function 2

2

2 2( ) [exp( )]
S

M t E t S of 
2S  with degrees of freedom 1m   is given by 

2

2 22

2 2
2 2

( ) exp ,US

t tmS
M t E M

m m

 



    
     

    
 

where, U  has a 
2  with 1m   degrees of freedom. Then for 2,n   we have, 

2 2
2

2

1
( ) ,

1 2
S

M t
t 




where 2 2
.

2

m
t


    

 

For the history of the distribution of sample variance or of chi-square based on normal distribution, see [6]. 

 

Theorem 3.1 Let the random variables 
1X  and  

2X be independently, identically and normally distributed with 

1( )E X   and 
2

1( ) .Var X   Then the joint moment generating function of the sample mean X and 

variance 
2

XS satisfies 2 21 2 1 2,
( , ) ( ) ( )

X X
XX S S

M t t M t M t  and hence X  and 
2

XS are independent.  

                        

First Proof. For two observations
2 2

1 2
2 ( ) .

x
s x x   The joint moment generation function of 

1 2
( ) / 2X X X   

and 
2

X
s is given by 

2
1 2

2 1 2,
( , ) ( ).X

X

t X t s

X s
M t t E e    Letting ,X Z    or, ,j jX Z   1,2,j   we 

have 2

2 2

1 2 1 2,
( , ) exp[ ( ) ( ],

X
ZX s

M t t E t Z t s      where, ,j jX Z   1,2.j   Obviously
 

2 2 2

1 2 1 2

1 1
[( ) ( )] ( ) ,

2 2
Zs Z Z Z Z          and ( )

jZ jf z is the density function of standard normal 

variable ,jZ  1,2.j   Then we have, 
 

2
1 2

2 2

1 2 1 2 1 2 1 2,
( , ) exp ( )] ( ) ( ) ,Z Z ZX S

M t t t z t s f z f z dz dz  
 

 
     

 
 

which can be written as, 
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1
2

1 2

2 2

1 2 1 1 2 2 1 2 1 2 1 2,

1 1
( , ) exp ( ) ( ) ( ) ( ) .

2 2

t

Z ZX S
M t t e t z z t z z f z f z dz dz  

 

 

 
    

 
                      (3.1) 

 

Since the exponent of the exponential function in the above integrand is  

2 2 2 2

1 1 2 2 1 2 1 2

1 1 1
( ) ( ) ( ),

2 2 2
q t z z t z z z z      

 
(3.1) can be written as  

1
2

2 2
21

1 2 22,
2

( , ) exp ( ) ( ) ,
4(1 )

t

W YX S

t
M t t e f w M t w dw

t

 








 
  

 


                                              

(3.2) 

where,  1

2 2

2 2

1
~ ,  

2(1 ) 1

t
W N

t t



 

 
 

  
and  1

2 2

2 2

1
~ ,  .

2(1 ) 1

t
Y N

t t



 

 
 

  
 

Having written out 
2

2( )YM t w and used in (3.2), we have  

2

2 2

1
1 2 1 2, 2

2

1
( , ) exp ( , ),

4 1 2
X S

t
M t t t I t

t


 



 
  

 
 

where, 

22 2
2 2 1

2 22
22

1 2 1 2
( , ) exp  .

2(1 ) 22 (1 )

t t t
I t y dy

tt

  


 





    
    

     


 

The above integral is 1 as the integrand is the density function of 

2

1 2

2

2

1
~ ,  . 

2 1 2

t t
Y N

t

 



 
 

 
 

Thus we have, 

2

2 2

1
1 2 1, 2

2

1
( , ) exp ,

4 1 2
X S

t
M t t t

t






 
  

 
 

 

which is the product of 

2 2

1
1 1( ) exp

4
X

t
M t t




 
  

 
 and 2 2

2

2

1
( ) .

1 2
S

M t
t 




 

 
That is,  2 21 2 1 2,

( , ) ( ) ( ).
XX S S

M t t M t M t  By uniqueness property of moment generating function, it implies the 
independence of sample mean and variance. 

 

The proof for n  observations seems to be straightforward but it is quite involved. 

 

Second Proof. Without any loss of generality, we may assume that 0   and 1.    Then the joint density 

function of the sample is given by 
2 2

1 2 1 2

1 1
( , ) exp ( ) ,

2 2
f x x x x



 
   

 
so that the joint moment generating 

function of X and 
2

Xs is given by  

 

2

2 2 2

1 2 1 2 1 2 1 2,

1 1
( , ) exp( ) exp ( ) ,

2 2X
xX s

M t t t x t s x x dx dx


 

 

 
     

 
   

 

which can be written as,  

 

2

2 22
21 1 1

1 2 2 1 2 1 2,

1 1 1
( , ) exp exp( )exp .

4 2 2 2 2 2X
xX s

t t t
M t t t s x x dx dx



 

 

      
          

       
   
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Then, with the transformation 
1 / 2,i iu x t  ( 1,2),i   we have 

2 2 ,x us s  
1 2 1 2dx dx du du , and hence  

 

2

2

1 2 1 2,
( , ) exp( / 4) ( ; ),

XX s
M t t t I t u                        (3.3) 

where  2 2 2

2 2 1 2 1 2

1 1
( ; ) exp exp ( ) .

2 2
uI t u t s u u du du



 

 

 
   

 
   

The above integral is exactly the same as,  

 

2

2 2 2

2 2 1 2 1 2 1 2 2

1 1 1
( ; ) exp ( ) exp ( ) ( ).

2 2 2 XS
I t x t x x x x dx dx M t



 

 

   
      

   
   

 

Since 
2

1 1( ) exp( / 4),
X

M t t  it follows from (3.3), that 2 21 2 1 2,
( , ) ( ) ( ).

X X
XX s s

M t t M t M t By uniqueness 

property of the moment generating function, this proves that the sample mean and variance are independent. 

The proof for n  observations seems to be straightforward. 

 

4. Conclusion 
 

The independence of sample mean and variance has been proved in Section 3 for a sample of size 2. Since the  
proofs are simple and direct, it will make students and instructors confident about the fundamental theorems of 
statistics. An open problem is to generalize the proofs of this paper to any sample size. Another challenging 
problem would be to identify the family of distributions that enjoy the property of independence of sample mean 
and variance. This will prove the robustness of t-test under broader distributional assumptions.  
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Abstract 
 

The discrete equilibrium solutions (equilibria) f of the Boltzmann equation can be expressed in terms of four parameters char-

acterizing mass, ),( yx -momenta and kinetic energy. We present an error estimation by comparing the discrete equilibria with 

the corresponding Maxwellian which leads to determine the appropriate grid size N of the N -layer loosely coupled hexagonal 

grid for given temperature and bulk-velocity. We calculate numerical results showing how temperature depends on the parame-

ter  , characterizing kinetic energy and bulk-velocity depends on the parameter s' , characterizing )(x, y momenta and   

as well.  
 
Keywords— The Boltzmann equation, loosely coupled hexagonal grid, discrete equilibrium solution. 
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1 INTRODUCTION 

o derive an efficient scheme for the numerical simulation of the Boltzmann collision operator, one immediately 

faces two major difficulties: (i) The computational cost for the numerical simulation of the Boltzmann equation is 

very high. This is due to the complexity of the five dimensional integral Boltzmann collision operator, which has to be 

numerically evaluate at each point ),( yx  in the (discretize) six-dimensional space and (ii) The discretization of the 

Boltzmann collision operator has to be modeled carefully so that it satisfies the features of kinetic theory like conserva-

tion laws, H-theorem, properties of linearized collisions operator etc. Several numerical techniques have been pro-

posed in recent years to deal with the complexity of the Boltzmann collision operator. Simplified Collision model have 

been introduced in rectangular grid in [1][2][3], but there appears many artificial invariants which have to be eliminat-

ed by further techniques. 

Therefore, in [4] has developed a kinetic theory for the discrete Boltzmann equation based on hexagonal grid in 2
R . 

The Boltzmann collision sphere can be much more suited in the hexagonal grid than rectangular grid model. The sys-

tem of binary collisions contains artificial invariants and to avoid the  

artificial invariants a ternary interaction law is introduced. It is shown that the conservation laws, the H-theorem, the 

correct number of invariants and the properties of linearized operator are satisfied for the discrete Boltzmann equation 

in the hexagonal grid. In [5], has developed an automatic generation of the Boltzmann collision operator based on a 

hexagonal grid and made some numerical simulations based on the grid in. In [6], introduced a discrete model Boltz-

mann equation based on a loosely coupled hexagonal discretization of 2
R . The model satisfies the basic features of ki-

netic theory like conservation laws, H theorem, correct dimension of the null-space of the linearized collision operator 

etc. In [7] showed that the model Boltzmann equation, based on only binary collision law, discretized on the loosely 

coupled hexagonal grid in 2
R  provides two artificial invariants.  In [8], developed a generalized layer-wise construction 

of a loosely coupled N-layer hexagonal mesh for a discrete model Boltzmann equation. This work also described some 

properties of the N -layer loosely coupled hexagonal grid and identify the regular hexagons belonging to the mash in 

T 
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order to generate collision model for the Boltzmann equation.  

The discrete equilibrium solutions (equilibria) of the Boltzmann equation based on a generalize N -layer loosely 

coupled hexagonal grid is determine in [9][10]. The equilibria f of the discrete Boltzmann equation can be expressed in 

terms of four parameters characterizing mass, ),( yx -momenta and kinetic energy. A necessary algorithm for the com-

putation of the equlibria is also constructed by them.  

In this article, several numerical simulations for a 6-layer loosely coupled hexagonal grid in 2
R are performed. Also 

we present an error estimation by comparing the discrete equilibria with the corresponding Maxwellian which leads to 

determine the appropriate grid size N of the N -layer loosely coupled hexagonal grid for given temperature and bulk-

velocity. We also observe temperature depends on the kinetic energy and bulk-velocity depends on the )(x, y momenta 

and kinetic energy. 

 

2     BOLTAZMANN EQUATION 

The Boltzmann equation is a prominent representative of kinetic equations, describes the evolution of rarefied gases. 
With the conservation of momentum and energy, the dynamics of the Boltzmann equation is given by a free flow step 
and a particle interactions step. The free flow step is modeled by the Liouville-equation and the particle interaction 
step is modeled by the Boltzmann collision operator. As a simple mathematical consequence of the Boltzmann equa-

tion is     ]fJ[f,,,.  vxtfv xt
, where,   wf(w)]f(v))wf()v[f()w,(vff,J

1

1

dd

d d
ddk

R S





    is the Boltzmann 

collision operator and ),( vx,t,ff  a density function which depends on time, space and velocity. Here ) . , . ( k  is the 

collision kernel in the operator satisfying some symmetry properties, the post collision velocities )w,v(  result from the 

pre-collision velocities w),(v satisfying the collision relations, conservation of momentum, wvwv   and con-

servation of kinetic energy,  .) w  v ()  w v  (
2222


 

 

3    N-LAYER LOOSELY COUPLED HEXAGONAL MESH 

Any two neighboring hexagons have only one common vertex on a loosely coupled hexagonal discretization in 2
R . A 

generalized layer-wise construction of a loosely coupled N-layer hexagonal mesh for a discrete velocity model Boltz-
mann equation is presented in this section. A 72-velocity model which is constructed by adding two-layer of hexagons 
centering to a center one and called two layers loosely coupled hexagonal mesh is shown in Fig.3.1. Similarly, by add-
ing one more layer of regular basic hexagons, one can obtain a 3-layer hexagonal mesh and so on. In general, we may 
call this a N -layer loosely coupled hexagonal mesh and the collision model based on the mesh can be called a N -layer 

hexagonal model which is a regular collision model so that it satisfies the basic kinetic features and can be divided into 
six symmetric partitions (Fig.3.1). 

 
Figure 3.1: 72-velocity Model as a Two-Layer Model. 

 

4    EQUILIBRIA FOR A N-LAYER MODEL 

Strictly positive density vectors   )13(2)23(

0






NN

iiff  is said to be the equilibrium solutions (equilibria) if  0,J[ f]f  

for a N -layer hexagonal model. The 
th

i  equilibrium of the
th

n layer is
),(

2
2

),(
1

1

),(
0

0

),(
  ),(

ininininm
zinf


  ; 

where 0 , , , 210  z  are satisfying arbitrary quantities 1210   . The equilibria at the six nodes of 0-st layer 
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(i.e. at the nodes of the central basic hexagon) are givenby    T210210543210 ,,,,,.,,,,,  zffffff . 

For a 3-layer model, presents the equilibria for the nodes of the partition as 

layerst1),,,( 2

2

1
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1
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10

3
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



z
       

layerrd3),,, 

,,,,,,(

3

2

4

1

182

2

5

1

19

2

5

1

15

2

6

1

21

7

1

246

10

215

10

155

1

2

0

194

1

3

0

183

1

3

0

13







z
 

Where z  parameterizes mass, ),( 20   characterize non-vanishing bulk-velocity,   responsible kinetic energy. 

Fig. 4.1 shows each 
th

n layer of a partition has )13( n  nodes and the node numbering is from the top to bottom of at 

each layer. 

 
Figure 4.1: A partition of a Six-Layer Model. 

 
We generalize nodes values of a partition for equilibra of N-layer model as a proposition in [9], [10]. Also establish a 
theorem in [9][10] for equilibria of N-layer loosely coupled hexagonal model and prove the theorem in [9].  
 

5 COMPUTATION OF EQUILIBRIUM 

Here the discrete equilibria are computed, which are described by the parameters 
 20 , , z,  characterizing respec-

tively mass, temperature, and bulk-velocity. It is evident that 0   ,0   ,0 xv  according as 1    ,1   ,1120     ;  

0   ,0   ,0 yv  according as 0    ,0   ,020     and 




 

0

1
020




 . 

Now the discrete equlibria 
h

f
~

 given by the theorem in [9], [10]  for the case of zero bulk-velocity on a 4-layer grid 

(of 210 grid points) with discretization parameter 1h  for three different values of  95.0  ,55.0   ,25.0  is computed 

and the corresponding Maxwellian given by 2   ,
2

)vv(
exp

)2(

~
2

2




 







d

TT

f
d



 , where 
i

f
h

i

~
  is the mass density, 

h

ii f
i

~
v1v  








 is defined as the bulk velocity,   h

ii f
i

T
~

)v(v
2

1 2



 is the temperature. The normalized discrete equi-

librium state h
f  is compared with the normalized Maxwellian f and calculated the error 

1
-

h
err ff  and the mo-

ments, temperature as shown in the table 1.1.   
 
Here three interesting cases of three different temperatures with zero bulk-velocities are presented. 
 

1. In the first case, for 25.0  the calculated temperature is 8293.0T . The main part of the configuration is cen-

tered at the origin with a small radius and a small part of the mass occurred on the grid. That is the resolution of the 
grid is too low to present such low temperature and this causes a noticeable 5% error. 

2. This is a good situation because the main part of the mass of the function f lies inside of the domain. In this case it 

occurs very little error for 55.0  in which the calculated temperature 6759.1T . 

3. Here the grid is not large enough to present such high temperature 0488.11T  for a given 95.0  and a significant 

fraction of the mass of the function f  is cut down the boundary which causes 20% error. Thus to avoid this error it 

requires to further extension of the 4-layer grid model.  
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Table 1.1 
In varying temperatures Discrete equilibria and Maxwellian are on a 4-layer grid 
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f  = Maxwellian Err = 
1
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It is thus seen that a larger model is needed to restrict the error to a reasonable range for high temperature other-
wise a noticeable error due to boundary effect. 
 

6 APPROPRIATE GRID SIZE 

In order to determine the appropriate size grid for given values of 
 20   ,  ,  , we compute the error  

1

h
fferr    for 

different sizes N of the N -layer model and chose the smallest N as an appropriate size for which the error restricted to 

a given tolerance. Fig.6.1 shows the error with respect to the size N for zero bulk velocity with four increasing values of 

temperature for .75.0  ,7.0  ,5.0  ,3.0  In the first case for  ,3.0 it shows that the error goes below 1.2% for 2N  

and thus for given tolerance 0.012. 2N  is the appropriate size for 3.0 . Similarly, the rest three cases show 

that 5 ,4 ,3N  are the appropriate size for given values of 75.0  ,7.0  ,5.0   respectively. For given temperature and 

bulk-velocity we can determine the appropriate size )(az of the model by the few steps as shown in algorithm 6.1. 

 
Initialize  1N  

Calculate 
1L

h
fferr   

If  tolerr   

Naz   

BREAK 
ELSE 

1 NN  

END 
CONTINUE 

 
Algorithm 6.1 
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Figure 6.1: Error w.r.to size N  for increasing temperature T  in zero bulk-velocity v . 

                                
Now Figure 6.2, shows temperature depends on the parameter , characterizing kinetic energy. 

 
Figure 6.2: temperature depends on the parameter   

 

It is clearly seen in the Figure 6.2 that temperature depends upon the values of the kinetic energy  which is expected.  

 

Figure 6.3, shows the calculated bulk-velocity for given ]9.0  ,1.0[  at the three different choices of ) ,( 20   . 
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Figure 6.3: Bulk-velocity depends on )(T  and s' . 

 
As expected, it is clearly seen in the Figure 6.3 that the  
modulus of the bulk-velocity v  depends upon the  
choice of temperature as well as the values of the  
parameters  20  , . 
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Figure 6.4 shows appropriate size )v,(TN for two different choices of the pairs ) ,( 20   and some varying values 

of  . For both the cases of )1,3(  ),1,2() ,( 20    (in the figure the upper and lower respectively), we observe that the 

temperature profiles are the same but the velocity profiles are changing as expected. 
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Figure 6.4:  Size )v,(TN depends on temperature T  and bulk-velocity v . 

 

 

7 CONCLUSION 

Using four parameters, characterizing mass, ),( yx -momenta and kinetic energy, the equilibria f of the Boltzmann 
equation can be expressed. The computation of discrete equilibria of the Boltzmann equation is effected by varying 
temperature and bulk-velocity. The temperature depends on the parameter  , characterizing kinetic energy. The bulk-
velocity depends on the parameters s' , characterizing )(x, y momenta and   as well. Error estimation of the discrete 
equilibria of the discrete model leads to determine the appropriate grid size for a given mass, bulk-velocity and tem-
perature. Restricting the error in a given tolerance one can investigates efficient numerical scheme to solve the space 
inhomogeneous Boltzmann equation which we may investigate in our future work. 

 

 

ACKNOWLEDGMENT 

I sincerely acknowledge Jahangirnagar University, Bangladesh for providing all sorts of support to carry out this re-
search work. 

 



 Wahida Zaman Loskor: The appropriate grid size of N layer loosely coupled hexagonal model for equilibra of Boltzmann Equation                                           28                                                                                                                               

 

 

REFERENCES 

[1] H. Babovsky, “Hierarchies of reducible kinetic models, Discrete Modeling and Discrete Algorithms in Continuum Mechanics”, Th. Sonar 
and I. Thomas (Eds.), Logos Verlag, Berlin, 2001.  

[2] H. Babovsky, “A kinetic multiscale model”, Math. Models Methods Appl. Science, Vol. 12, pp.309-331, 2002. 
[3] L. S.  Andallah, “A hexagonal collision model for the numerical solution of the Boltzmann equation”, Ph.D. thesis, University Library, 

TU Ilmenau, Germany, 2005. 
[4] L. S. Andallah, and H. Babovsky, “A discrete Boltzmann equation based on hexagons”, Math. Model Methods Appl. Science, Vol.13, No.11, 

pp.1-28, 2003.  
[5] L. S. Andallah, “On the generation of a hexagonal collision model for the Boltzmann equation”, Comp. Meth. in Appl.Math.,4(3), 267-285, 

2004. 
[6] L. S. Andallah, and H. Babovsky, “A discrete Boltzmann equation based on a loosely coupled hexagonal discretization of  R2“ Jahang-

irnagar University Journal of Science, Vol.28, 2005. 
[7] L. S. Andallah, H.  Babovsky and A. Z. Khan “Spurious invarients of the Boltzmann operator discretized on a loosely coupled hexagonal 

grid” Jahangirnagar University Journal of Science, Vol.29, pp.51-62, 2006. 
[8] L. S. Andallah “Generation of mesh for the numerical solution of the Boltzmann equation based on a loosely coupled hexagonal dis-

cretization”, Jahangirnagar University Journal of Science, Vol.31, No.1, pp.59-68, 2008. 
[9] W. Z. Loskor “Equilibrium Solution and Error Estimation of a Boltzmann Equation Discretized on a Loosely Coupled Hexagonal Grid”, 

Ph.D. thesis, Jahangirnagar Library, Savar, Dhaka, 2012. 
[10] W. Z. Loskor and L. S. Andallah “Generation of Equilibria of the Boltzmann Equation Discretized on N-Layer Loosely Coupled Hexag-

onal Grid” Jahangirnagar University Journal of Information Technology, Vol. 3, pp. 9-14, 2014. 
 
 
 

 
 

 

Wahida Zaman Loskor received the B. Sc. and M. Sc. degrees in Mathematics from Jahangirnagar University, Savar, Dhaka. She awarded M. 

Phil. Degree in Mathematics from BUET, Dhaka and Ph. D degree from Jahangirnagar University, Savar, Dhaka. Her Ph.D research is on the 

Equilibrium Solution and Error Estimation of a Boltzmann Equation Discretized on a Loosely Coupled Hexagonal Grid. She worked as a full 

time faculty member in the Department of Computer Science & Engineering of Gono Bishwabidyalay, Savar, Dhaka from 2001 to 2015. Now, 

she has been working in the Faculty of Science & Humanities, Bangladesh Army International University of Science & Technology (BAIUST), 

Comilla Cantonment, Comilla, Bangladesh from 2015 as a full time faculty. She has published a number of papers in peer reviewed journals. 



ULAB JOURNAL OF SCIENCE AND ENGINEERING VOL.7, NO. 1, NOVEMBER 2016 ISSN 2079-4398 (PRINT), ISSN 2414-102X (ONLINE) 29 

 

Optimizing SQL Performance in a Parallel 
Processing DBMS Architecture 

 

1Nayem Rahman and 2Leonard Sutton 
1Cross Enterprise Systems IT, Intel Corporation, Hillsboro, OR, USA, 

Email: nayem.rahman@intel.com 
2Independent Teradata Consultant, The Boeing Company, Seattle, WA, USA, 

LeonardSuttonLLC@bctonline.com 
 

 

 

Abstract 

A Database Management System (DBMS) with a parallel processing architecture is different from conventional database 

systems. Accordingly, writing SQL for a parallel processing DBMS architecture requires special attention to maintain parallel 

efficiency in DBMS resources usage such as CPU and I/O. In a large data warehouse, a large number of SQL queries are 

executed by different user groups on a daily basis. Query response time needs to be minimal. Many batch jobs run to refresh 

data warehouse subject areas several times a day. To allow batch cycles run more frequently and keep the data warehouse 

environment stable the database system’s resource utilization must be optimal. Running efficient queries is critical to keep 

resource utilization manageable. This article discusses the techniques of SQL writing, tuning, utilization of index, data 

distribution techniques in a parallel processing DBMS architecture. We hope that these techniques will empower SQL 

developers and business intelligence community to write efficient queries which will help maintain a stable data warehousing 

environment. 
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1 INTRODUCTION

ODAY’Sbusiness organizations use data warehouse as a central repository of data that come from internal opera-
tional sources as well as external sources (includes big data) [15]. As business organizations become global, there is 
a need to run business operations twenty four-by-seven so business decisions could be made faster. The data 

warehouse plays a prominent role in providing business intelligence (BI) capabilities [46]. It has proved to be one of the 
key infrastructures of information technology for an organization to better manage and leverage its information [31, 
45]. Data warehouses are used for target marketing, financial reporting, customer services, inventory management, 
and more. They keep changing the way business is conducted [9]. Research suggests that data warehouses are increas-
ingly being used by medium and large companies as these organizations are realizing its benefits [36]. 

Due to global nature of business and increased competition the data warehouse users and analytical community 
want to get near real-time information for strategic and tactical decision making. With the increased capabilities of ad-
vanced database technologies and massive parallel processing systems, it is now possible to load, maintain, and access 
databases of terabyte size [14] in reasonable times. In order to maintain a stable data warehousing environment data 
warehouse design, SQL writing, and load techniques all need to be efficient [2, 27]. Strategies are needed to save data-
base management system (DBMS) resources during load processes in order to make the DBMS available to analytical 
tools and query processing while data warehouse refreshes continue at the same time. The data warehouse SQL que-
ries for both load process and reporting need to be efficient. In this article we propose a comprehensive list of SQL que-
ry optimization techniques. We argue that data warehouse resource consumption could be made optimal by taking 
advantage of parallel processing architecture of database system. 

T 
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This article is organized as follows: Section 2 briefly discusses related work done in this area. Section 3 discusses our 
proposed techniques of performance optimization. Section 4 discusses SQL parallel efficiency implementation steps 
and DBMS resource savings. Section 5 provides SQL query performance metrics of use cases. Section 6 summarizes 
and concludes the article. 

2 LITERATURE REVIEW 

Researches have been conducted in different area of data warehousing. These include design issues [11, 13, 17, and 19], 
extract-transform-load (ETL) tools [23, 43], temporal data updates [18], data warehouse automation [24], data mainte-
nance [1], implementation issues [21] and implementation effectiveness [36]. In this paper, we attempt to address the 
question of how to make a data warehousing environment stable and how to keep resource consumption by individual 
queries optimal by virtue of efficient SQL writing. 

In data warehousing and data management systems parallel processing architecture is considered as a key capabil-
ity [10]. Database system performance and SQL query optimization are important in any database system [39, 47]. In 
real world, the SQL queries that get executed are often quite complex and for data mining tasks queries are even more 
complex and resource intensive [38]. Hence, SQL query optimization is very critical for data warehouse stability. 

In order maintain a stable data warehouse system in terms of resource utilization researchers and industry technical 
leaders propose many tools, techniques, algorithms and strategies. Here we take a cursory look at them. Ghazal et al. 
[20] present an algorithm that dynamically chooses between saving and re-using compiled plans and minimize re-
compiling queries. Ganguly et al. [16] show that a cost model can predict response time with features of query execu-
tion parallelism. Kashem et al. [25] present a query optimization algorithm in rank aware queries to efficiently answer 
to the queries with join of N relations. Rahman and Rutz [24] assert it is critical to ensure that processes in the data 
warehouse are automated and optimized for performance. The authors propose using automation tools in a data 
warehouse ETL process, SQL block generations for views, stored procedures and macros wherever possible. 

Elnaffar et al. [12] state that a DBMS workload could be considered as a determinant of performance tuning tech-
niques. The authors argue that DBMS workloads are different in terms of OLTP and DSS. They propose reconfiguring 
DBMS resources by automatically identifying the DBMS work load. DSS queries process huge volume of data. Hence, 
they take more resources than OLTP queries. Dayal et al. [7] and Sharaf and Chrysanthis [41] propose managing data-
base workloads with mixture of OLTP-like queries that run for fraction of a second and on the other hand, business 
intelligence queries that run for a longer time. The standard benchmark for Decision Support Systems comprises data-
base workload and query performance metrics [42]. Powley et al. [40] present query throttling techniques as method to 
control workload. Kerkad et al. [26] propose a query beehive algorithm for data warehouse buffer management and 
query scheduling to improve data warehouse system's performance and scalability. Rahman [9] proposes a balanced 
scorecard approach for measuring performance of data warehouse operations. 

Meng et al. [34] propose logically splitting large queries so each of them deal with small set of data and cause less 
impact on the overall warehouse environment and thus avoid consuming huge resource by one single large query. 
Narasayya et al. [35] propose a buffer pool page replacement algorithm that effectively shares buffer pool memory in 
multi-tenant relational database-as-a-service (DaaS). VanderMeer et al. [44] propose a cost-based database request 
across a cluster of databases to spread workload and resource usage. Neumann [37] asserts that query optimizer needs 
to be more efficient to efficiently handle different types of SQL queries. The author argues that query optimizer has 
larger impact than that of runtime system. 

Hill and Ross [22] present a method to make outer joins efficient in order to improve query performance and re-
sponse time. Rahman [18] discusses performance improvement of load and report queries, and maintenance of views 
with temporal data. Armstrong [4] proposes reduction of data movement to increase user accessibility, minimize data 
latency and improve performance of the entire data warehouse. Krompass et al. [28, 29] propose a workload manage-
ment system for managing the execution of individual queries based on customer service level objectives. Rahman [49] 
proposes strict governance in data warehouse maintenance and operations to bring discipline and control. This in-
cludes defining guidelines for application developers and IT integration engineers to follow. The author presents a set 
of data warehouse governance best practices with insights from real-world experience and research findings from in-
dustry and academic papers. 

Allen and Parsons [3] demonstrate that anchoring and adjustment during query reuse by novice query writers can 
lead to queries that are less accurate than those written from scratch. This suggests that in real-world SQL queries 
could be written by users and developers of varieties skill-set. A significant number of them could be badly written. 
Hence, SQL queries need to run through some SQL score-card process [1] to ensure parallelism of query runs. Lee et al. 
[30] propose a Statistical Process Control (SPC) charts to detect database performance anomalies and identify their root 
causes. However, performance anomalies could be prevented from happening if each SQL queries could be run 
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through a SQL performance scorecard process [1]. 

In this article, we focus on writing efficient SQL that conforms to parallel processing architecture. We address the 
problem of DBMS resource consumption and stability issue by taking care of SQL efficiency, defining indexes and 
many other SQL optimization techniques. By taking advantage of database parallelism architecture the problem of 
SQL query response time could be minimized [8]. This helps in achieving database system resources (CPU and I/O) 
saving [5]. 

3 PERFORMANCE OPTIMIZATION IN A PARALLEL PROCESSING DBMS 

In a parallel processing DBMS architecture a large number of individual Access Module Processors (AMP) are used. 
We can think of these as “Units of Parallelism”. Each “unit” will have dedicated Disk and dedicated CPU. The goal of 
the Physical Database Design, and the design of the SQL submitted,   is to force the processing to be as well distributed 
across all the AMPs as possible. Because the CPU and other resources are shared with other jobs across the system, the 
actual impact of any given process is:  the highest amount of resources used on any one AMP, times the number of 
AMPs on that particular system.  If the high AMP uses 80 CPU and 2000 I/O,  and we have a 100 AMP system,  then 
the real impact of that job is as if it used 8000 CPU and 20,000 I/O, even if the total resources used by all the AMPs ap-
pears to be a much smaller amount. When a query executes, each step in the process waits until all the AMPS are fin-
ished for a given step, before the next step starts.  For this reason, the most efficient processes are the ones which have 
about the same amount of resources used on each AMP. 

 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 1: A Parallel Processing DBMS Architecture. 
 

Skewed processing is when there is significant difference between the resources used by the “high” AMP and average 
of all AMP’s. If the Physical Database Design has been verified to be optimizes, then attention can be given to the SQL 
being submitted.   This document deals with different way to optimize the SQL. 

 
3.1 Row Redistribution in a Parallel Processing Architecture 

In most large systems, a typical report will need to look at many tables. In a parallel processing database system, care 
must be taken in choosing Primary and Secondary Indexes, to try to avoid “redistribution” steps in the SQL Parsing 
steps. The optimizer joins 2 tables at a time and puts the result into a spool file. Then it joins that to another table or 
spool file, and so on until all the tables are joined. On each of these joins the rows to be joined on each table must reside 
on the same AMP. If the 2 tables have the same primary index (PI) then all the rows that will join together already re-
side on the same AMP. If the 2 tables have different PI’s the DBMS needs to do one of two things: either duplicate (one 
of the) table(s) on all AMPs or redistribute one of the tables (using a PI that is the same as the other table) so that the 
rows being joined now reside on the same AMP. So the reason for redistribution is always that the 2 tables being joined 
do not have the same PI. Sometimes we cannot do anything about this; it is just the way it works. Other times, we can 
build a derived table, narrowing the selection of rows to a smaller number, and try to make the optimizer duplicate the 
table on all AMPS. If it does not disturb other processes; the best way to eliminate redistribution is to build the tables 
being joined with the same PI (this is not always possible). Depending on the choice of indexes, this join process can 
have very different paths to get to the desired results. 

 
3.2 Duplicating on all AMPs and Product JOINs 

Sometimes, the optimizer sometimes builds a copy of a table on each unit of parallelism to facilitate parallel pro-
cessing. There are many cases where this proves to be the best path for the optimizer to take. To ensure that this dupli-
cating takes less resource, a derived table can be used in the SQL, creating a reduced set of rows and/or columns for 
the optimizer to work with. 
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Sometimes a Product-Joins occur when the optimizer needs to join a large and a small table. To improve perfor-
mance: narrow down the rows and columns of that small table; if the smaller table contains static data with few rec-
ords in that case column values could be placed in 
memory variables (Figure 2). That way, a JOIN with the 
smaller table could be entirely eliminated. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure2: Eliminate a skewed JOIN and populate column with memory variable values. 
 
3.3 Parallel Efficiency 

Skewed data distribution and skewed processing adversely affect parallel efficiency. Poor parallel efficiency occurs 
when the join field is highly skewed. Rows are redistributed to AMPs based on the join column values; a dispropor-
tionate number of rows may end up on one AMP on or a few AMPs operation. Highly non-unique PIs cause uneven 
row distribution. More than 1000 occurrences of a value in a Non-Unique Primary Index (NUPI) value begin to cause 
performance degradation problems: Increased I/O’s for updates and inserts of over-represented values; Poor CPU 
parallel efficiency on full table scans and bulk inserts. 
 
 
 
 
 
 
 
 
 

Figure 3: Primary Index defined with two columns for better row distribution. 

 
Figure 3 shows a Primary Index (PI) with two columns to make sure rows are distributed to all AMPs. Initially we 

defined index with a single column, that is, with ‘purch_doc_nbr’ only. But, since there are a large number of the same 
‘purch_doc_nbr’ we redefined PI consisting of two columns. Addition of the second column, ‘purch_doc_line_nbr’ 
made data distribution much better. Table load performance has improved significantly. If there is still a need for an 
index on purch_doc_nbr, we can build a secondary index 
 

3.4 Primary Index Choice Criteria 

There are several things to consider when choosing primary and secondary indexes in a parallel processing environ-
ment. Because some indexes are chosen based on usage of the data in reporting, there might be some testing needed, 
later in the development process to arrive at the best possible set of indexes. The primary index of the table does not 
necessarily need to be a unique index. 

Access Demographics: Columns that would appear with a value in a WHERE clause. Choose the column most fre-
quently used for access to maximize the number of direct, single-row access operations. Distribution Demographics: 
The more unique the index, the better the distribution. 

 
 
 
 

Figure 4: Primary Index defined on a column most often used as a filter. 
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Volatility: The data values should not change quite often. Any changes to PI values may result in heavy I/O over-
head. Join activity should dictate the PI definition. For large tables, the number of Distinct Primary Index values 
should be much greater than the number of units of parallelism. 

 
3.5 Synchronizing Source and Target Primary Indexes 

Common indexes between source and target tables help bulk inserts. The optimizer performs index-based MERGE 
JOINs. In a large join operation, a merge join requires less I/O CPU time than nested join. A merge join usually reads 
each block of the INNER table only once, unless a large number of hash collisions occur. In a real world scenario we 
noticed that due to missing common primary indexes, the SQL of a stored procedure became 90% skewed. It pulled 
records from two large tables with several join columns. Run time was 5 hours and 6 minutes to load 9 million rows. 
After PI synchronization the run-time dropped to 1 minute 11 seconds. 

 
3.6 Deriving Common PI’s Between Source Tables 

Creating and populating a Global Temporary table helps in avoiding uneven PIs and eliminate LEFT OUTER JOIN in 
the Final INSERT-SELECT step (second INSERT in Figure 5). 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Figure 5: Deriving a Common PI for Parallel Efficiency. 

 
In a simulation of SQL-run we found that total CPU consumption dropped to 122 second, yielding a 44.68 sec sav-

ings. The total I/O operation dropped to 111,192, yielding a 70,632 savings. 
 

3.7 Temporary Tables versus Derived Tables 

The solution to some of the resource intensive queries includes conversion of a derived table (DT) to a global tempo-
rary table (GTT). This is because the GTT can have statistics collected whereas the DT cannot. The GTT approach 
makes the optimizer plans more aggressive and rely more heavily on collected statistics as opposed to sampled statis-
tics. As in all of life, there is trade-offs: relying on collected stats would produce better running queries than the ran-
dom samples. With data skew, the random samples were often wrong and caused wrong choices to be made. We can 
achieve better performance plans for tables (GTT) with collected statistics. We cannot collect statistics on derived nor 
volatile tables so these do not perform as well. Statistics collection on join and filter columns improve SQL query per-
formance [6]. Figure 6 shows performance results of an SQL that used derived tables. The result shows that per evalua-
tion criteria the SQL failed in terms of computing resources such as CPU, IO and spool space usage. Their parallel effi-
ciencies are very poor. 

 
 
 
 
 
 
 
 

Figure 6:Resource Usage with an SQL that uses derived tables. 
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Figure 7 shows that each SQL passed in terms of performance evaluation criterion. Computing resources consump-
tion such CPU, IO and spool usage is much lower compared to the resources used shown in Figure 6. Each SQL al-
soshows that they higher parallel efficiency. 

 
 
 
 
 
 
 
 

 
Figure 7: Resource Usage with SQL’s that use GTT. 

 

3.8 Handling NULLs for Better Parallel Efficiency 

When performing a LEFT OUTER JOIN operation with a column with so many common values performance of join 
operation degrades. It is important that NULL or blank values be filtered out in the SQL while doing join operation. 
An MPP (Massively Parallel Processing) machine can get very slow when there is nothing to “parallel process”. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Avoiding NULLs for Parallel Efficiency. 

 
Figure 8 shows a scenario in which case only 2 rows with useful values. The rest of the rows show NULL/BLANK 

which severely impact database optimizer to perform an MMP. 
 

3.9 Avoiding Updates between Large Tables 

When tables are large SELECT/INSERT performs much better. Update is good when source table has fewer rows. An 
example provided in Figure 9. 
 
 
 
 
 
 
 
 
 

Figure 9: Performance Degrades with large volume of Updates. 

 
In one scenario the UPDATE operation by joining large source table caused CPU consumption of 1,013 seconds. If 

we need to use a subset of data from large tables using global temporary tables will help in computing resource con-
sumption. In a simulation we noticed that by using global temporary tables for a sub-set of data in source table the 
UPDATE operation took only 600 CPU seconds. 

 
3.10 Partitioned Primary Index 

If they are available, Partitioned Primary Indexes (PPI) can be very productive. A PPI is equivalent to row level parti-
tioning. Queries which specify a restrictive condition on the partitioning column avoid full table scans. Larger tables 
are good candidates for partitioning. The greatest potential gain derived from partitioning a table is the ability to read 
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a small subset of the table instead of the entire table. 

Current commercial databases have come up with efficient indexes to improve query performance. When a query is 
run with filters on PPI columns the DBMS will directly pull data based on particular bucket(s) instead of scanning the 
whole table. Based on a SQL score-card on both PPI and non-PPI tables it was found that the SQL uses only 33% of the 
resources to pull rows from a PPI table in relation to a non-PPI table. The run time is also less in the same proportion. 
The potential gain derived from partitioning a table is the ability to read a small subset of the table instead of the entire 
table. Queries which specify a restrictive condition on the partitioning column avoid full table scans. By defining a PPI 
on ‘row effective timestamp’ the report query performance was found to be four times faster and CPU savings about 
33%. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 10: Resource Usage: PPI vs. No PPI tables. 

 
Figure 10 shows a comparison of query response time and computational resource savings between PPI and No-PPI 

queries. The first query was run to pull 53K rows, with no PPI defined. The response time was eight seconds and CPU 
consumption was 29 seconds in row one. The same query was run against the same table with PPI defined on row ef-
fective date. For the second run the response time was one second and resource consumption was two seconds per row 
two. The first two rows show the resource usage statistics. A second query was run to pull 424K rows, with no PPI de-
fined. The response time was 25 seconds and resource consumption was 101 CPU seconds in row three. The same que-
ry was run against the same table with PPI defined on row effective date. This second run response time was four sec-
onds and resource consumption was 33 seconds in row four. 

There are many techniques to improve performance of data warehouse queries, ranging from commercial database 
indexes and query optimization. A number of indexing strategies have been proposed for data warehouses in litera-
ture and are heavily used in practice. 

4 SQL PARALLEL EFFICIENCY AND DBMS RESOURCE USAGE 

In a data warehouse where thousands of queries run by batch processes, analytical and ad-hoc queries and applica-
tions all run concurrently, the computing resources are the most precious resources. These computing resources need 
to be used very efficiently [33] to keep the data warehousing environment stable and running. The analytical commu-
nity cannot tolerate long running queries or delayed results. Response time of queries is one of the most important in-
dicators of data warehouse stability and its success. The knowledge workers lose confidence in the system if the enter-
prise data warehouse cannot return information within a reasonable time, especially when it comes to tactical decision 
making. Transaction latency expressed as a deadline is the most commonly used form of SLA [32], reflecting the user’s 
expectation for the transaction to finish within a certain amount of specified time [41]. 

In order to ensure the data warehouse is stable, scalable, and queries run efficiently many organizations institute a 
governing body to oversee the operation and running of the data warehouses. They closely monitor the deployment of 
objects such as views, stored procedures and macros to make sure they perform efficiently in the data warehouse. In 
most cases all code that lands on data warehouses goes through a code review process to make sure they are opti-
mized. As a cross-check the DBA (database administrators) team constantly monitors queries and load procedures to 
make sure the data warehouse is stable and running efficiently. Some things to watch for, to help with parallel efficien-
cy: 

 



36 ULAB JOURNAL OF SCIENCE AND ENGINEERING 

 
 
 

 

 

 

 

 

 

4.1 Large Distribution Steps 

Occasionally, there will be a job with a step which takes a lot of resources, just to get two tables ready for a join step.  
This happens (as mentioned earlier) when the two tables being joined do not have the same Primary Index (PI). Some-
times, one of the tables can be changed, so the PI’s are the same.  When the PI’s are the same, the large redistribution 
step is eliminated, sometimes with very nice results.  However, we need to be careful not to introduce too much non-
uniqueness in the PI. Table 1 shows a real example of such results. The first row shows that almost all of the resources 
used on this job were spent in the redistribution step. However, once redistribution steps are eliminated most of there-
source use disappeared (second row). 

 
Table 1 

Resource Saving Avoiding Row Redistribution 

 

 

 

 

 

 
4.2 Secondary Indexes 

Sometimes we cannot just change the PI of a table for the purposes of helping a join step. There are many reasons for 
choosing the PI of a table. The first criteria should be Reporting Access Requirements.   In these cases,   it is possible to 
add a Secondary Index, the same as what we would have liked for a PI. 
 

Table 2 
Computing Resource Saving using Secondary Index 

 
 
 
 
 
 
 
 

 
In one such case, we had a lot of queries doing the same join, so we added a Secondary Index to a table. This helped 

the JOIN Condition find the applicable rows faster. This is bit different from an Index which helps find the rows being 
selected. 

Our experiment shows that resource reduction for one day was 6,000 CPU seconds, spool space 350 gigabytes, and 
I/O reduction 50 million. Elapse time was 15 minutes. 
 

4.3 Partitioning Rows which are Accessed Often 

In this next case,  we found that a lot of queries were asking for rows within a given date range,  so we added Partition-
ing, in a way that reduced tables scans to a smaller set of data-blocks. Table 3 represents a set of queries for 1 day’s 
activity. 
 

Table 3 
Using Partitioning to Avoid or Reduce Table-Scans 
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4.4 Skewed Processing 

Sometimes we chose a certain PI to help reporting, but allows too many rows to be stored on 1 or just a few AMPs 
(Units of Parallelism).  We discussed Skew in a previous section.   In this case, we can use a different PI to spread the 
data more evenly, then build a Secondary Index where we removed the first Primary Index.Here is a case where we 
did this.  We use a bit more resource with a Secondary Index over a Primary,   but we save a lot more than that by 
spreading the work out over the AMPS more evenly. 

In Figure 11, we can see where we installed the change at 14:00 hours: There is a set of jobs which run every hour. 
We can see the reduction in resources for the next hours. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 11: Resource Saving by Improving Parallel Efficiency. 

 
 

4.5 Using Set versus Multi-Set Tables 

SET tables do not allow duplicate rows – Multi-set tables do. The combination of a SET table, and a Non-Unique Pri-
mary Index, can dangerous if there is no other uniqueness constraint on the table (such as a Unique Secondary Index). 
If there is a Unique Secondary Index, the table does not need to “worry” about checking for duplicate rows (because 
the Index will be checking). If there is no other unique constraint on the table, when we have multiple rows with that 
same PI, as rows are inserted, the table needs to check all rows with the same PI to see if in fact the whole row is a du-
plicate. If it is a full row duplicate, it will not be allow to be inserted.   This dupe-row-checking can get very expensive 
if there are a lot of rows with the same (non-unique) PI. 

 
Table 4 

Resource Savings – Set vs. Multi-Set tables 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Let us suppose, there are 1000 rows with the same PI to be inserted. The second row inserted needs to only check 1 

row for duplicates. The 100th row needs to check 99 rows. The 950th row needs to check 949 rows. The number of row 
checks would be 1+2+3+4+5…+999. Here are the results of a set of changes we made to a set of jobs which populated a 
few tables. We changed them from set to multi-set tables, to avoid duplicate row checking. And we changed the Pri-
mary Indexes to a column with less skewing. And we added a Secondary Index to replace the benefit we had with the 
old Primary Index. 
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5 MEASURING SQL PERFORMANCE 

Performance statistics of SQL blocks in a stored procedure are shown in Figure 10. We show the score-card results of a 
stored procedure SQL blocks. The SQL’s were written in such a way that they are in compliant with the parallel pro-
cessing architecture of the underlying database system.  

In Figure 12 we can see that each of the SQL’s in a stored procedure passed in terms of CPU, I/O, and spool parallel 
efficiency. In the stored procedure SQL’s were written in small code blocks. Each of them takes fewer CPU seconds; 
they run with parallel efficiency. We see all of the SQL blocks passed in score-carding. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 12: Score-Card Results of SQL’s of a Stored Procedure 

6 CONCLUSION 

In this article we provided an overview of a parallel processing DBMS architecture. We have highlighted as to what 
key aspects needs to be considered to take advantage of parallelism. We have provided an exhaustive list of techniques 
of SQL optimization. These techniques have been tested and implemented in a large production data warehouse sys-
tem. In each of the optimization techniques we have provided computing resource savings as well query response time 
decrease statistics. 

We proposed evaluating SQL queries using SQL scorecard tools. A scorecard process and performance optimization 
techniques will enable the SQL programmers to empower themselves in writing efficient queries without much de-
pendence on database administrators. Currently, database administrators spend many hours inspecting various log 
files and queries [48]. Our proposed developer-centric SQL query optimization will help database administrators 
maintain a stable database system and its performance with much less effort. As part of our future research we intend 
to do explore optimization of queries in NoSQL database systems. 
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Abstract 

The private and public universities of Bangladesh have taken significant initiatives in developing ICT facilities to ensure access to the state-
of-the-art learning environment for their students. However, the impact of such initiatives is largely subjected to the studies on the perception 
of the very students using these facilities. The study focused on the students’ perception about the quality of the ICT facilities available in 
public and private universities of Bangladesh in a comparative manner. Data for the study was collected from 265 students from 6 private 
and 3 public universities through a survey conducted on the perceived quality of ICT facilities in their respective institutions as expressed by 
15 key indicators. Both descriptive and inferential analyses were used to test the hypotheses of the study. The study was conducted on a 
small scale and may be considered as a primer for future investigations. The outcomes of the study show that, perceived quality of the ICT 
facilities are mentionably different among the private and public unversitystudents, where private universities are performing better in 9 out of 
the 15 key indicators. 
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1 INTRODUCTION 

UALITY,as a widely used term to express the performance of any system and process is largely defined by its technical and 
functional dimensions [1], [2]. Quality in education is an issue that has been signified and studied for a long time. A good 
number of studies have been conduced to investigate the dimensions of quality in higher education after the inception of the 

digital era in the later part of the 20th century, a mentionable few of which may bethe works of Izquierdo[3], Madu & Kuei [4], 
Yorke [5], Hartman & Schmidt [6], and Ermer [7]. These studiescommonly identified the availability and usefulness of or ICTtool-
sas significant determinants of quality in tertiary level education. Over the last two decades, ICT has become an indispensible 
component of education especially, at the tertiary level as a means of effective teaching and learning [8], [9], [10] and also adapt-
ing to globalization and societal requirements [11], [12]. As a result, ICT has significantly reshaped higher education through of-
fering powerful learning environments and enhancing capabilities and skills of the students for cooperation, communication, 
problem solving and lifelong learning[13], [14], [15], [16], [17], [18], [19], [20], [21],[22].However, the effectiveness of ICT is sub-
jected to the availability and maintenance of the equipmentsand accessories [23]. Successful implementation of ICT therefore, re-
quires strong intervention and support from institutions [24]. In recognition to the significance of ICT for quality education, the 
private and public universities of Bangladesh have taken strong initiatives to develop ICT facilities especially, fortheir stu-
dents[25],although the private universities claim to have performed better in this regard[26]. Better infrastructure of ICT and wid-
er accessto ICT facilities have also been found to significantly contribute to the appeal of private universities among the prospec-
tive students in a good number of studies, for example Sabur [27], Lamagna [28], lamagna [29], Aminuzzaman [30]etc.  This study 
is an initiative to investigate the quality ofICT facilities the private and public universities of Bangladesh from a students’ point of 
view and empirically comparebetween performances of these two types of institutions in this regard. The outcomes of the study 
is based on the survey datafrom the students of6 private and 3 public universities regarding 15 key indicators namely, Number of 
available computers(Num_PC), Printing facilities(Print_Fac), Condition of ICT equipments(Equip_Con), Power back-up facili-
ties(PB_Fac), Availability of necessary software(Soft_Avail), User-friendliness of provided software(Soft_Use), Frequency of soft-
ware updates(Soft_Up), Effectiveness of antivirus software(Eff_AV), Sufficiency of internet facilities(Int_Avail), Speed of inter-
net(Int_Sp), Data sharing facilities(Data_Sh), Availability of ICT support staffs(Staff_Avail), Service quality of ICT support 
staffs(Staff_Qual), Timely solution of ICT related problems(Time_Sol) and Overall quality of ICT facilities(Over_Qual)that are 
derived from aprevious study by Haque and Khan [31]. 

Q 
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2 OBJECTIVES OF THE STUDY  
The primary objective of the study is to investigate the perceived quality of ICT facilities among students of the private and public 
universities of Bangladesh. The other objective of the study is to determinle if the private universities are performing better than 
the public universities in terms of the quality of ICT facilities for their students and if yes, then in which key indicator(s). The ob-
jectives of the study are addressed through analyzing survey data with quantitative techniques. 

3 RESEARCH QUESTIONS  
In accordance to the objectives, the research questions of the study are as follows: 
a) What is the present status of the key indicators of quality of the ICT facilities in the the private and public universities as per-

ceived by the students? 
b) Are the private universities perfoming better in terms of quality of ICT facilities than that of thepublic universities and if yes, 

then in which key indicator(s)? 

4 RESEARCH HYPOTHESES  
The research question (a) would be satisfied with descriptive statistics alone and thus, would not require any hypothesis. For the 
research question (b), the null hypothesis (H0) is that, there is no difference between the value of population mean of the key indi-
cators of quality of ICT facilities in the private and the same in the public universities (H0: µi-Private = µi-Public, where ‘i’ denotes the 
key indicators). As per the objective of the study, the alternative hypothesis (H1) is that, the value population mean of the key in-
dicators in the private universitiesare significantly higher than the same in the public universities (H1: µi-Private> µi-Public). 

5 METHODOLOGY  
Snowball sampling technique has been adopted to build the two independent samples of the study, one from the private universi-
ties and the other from the public universities. The sample size for the private universities is 163, which includes students from 6 
institutions namely Eastern University (EAU), International University of Business Agriculture and Technology (IUBAT), North-
South University (NSU), Stamford University (STU), State University of Bangladesh (SUB), and University of Liberal Arts Ban-
gladesh (ULAB). The sample size for the public universities on the other hand is 102, which includes students from 3 institutions 
namely, Bangladesh University of Engineering and Technology (BUET), Jagannath University (JNU), and University of Dhaka 
(DU). At present, there are 37 public and 91 private universities in Bangladesh. Therefore, to ensure equitability of data, the num-
ber of private and public universities taken under the study has been disproportionate. Data from the respondents were collected 
through questionnaire survey, a method which has been proven effective in similar studies [32], [33], [9]. The questionnaire rec-
orded and measuredthe students’ responses (ranging from strongly disagree to strongly agree) on a 5 point itemized rating scale 
namely, the Likertscaleto statements regarding to the 15 key indicators of the quality of ICT facilities of their respective institu-
tions. Likert scale is found effective in similar studies on students [34], [35],[36],[37]. Personal interviewing technique has been 
followed during the survey.The timeline of the survey has been January to April 2016. XLSTAT, a computerized statistical pro-
gram has been used to analyze the survey data. A part of the analyses is descriptive, which has been suggested for this type of 
studies [38].  Parametric tests, namely Independent samples Z-test (upper-tailed) and Independent samples t-test (upper-tailed) 
have been conducted to test the research hypothesis. Although the data are technically ordinal, Grace-Martin [39], Lubke & Mu-
then [40] and Glass et al. [41] have implied that data from Likert scale with at least 5 categories can be used for parametric tests in 
some situations where the differences between the ordinal categories are considered equal. Norman [42], Labovitz [43], and Kim 
[44] also implied that, data from Likert scale is significantly capable of yielding accurate outcomes as like as continuous data. 

6 DESCRIPTIVE STATISTICS  
The the first sample of the study respondents of the study came from both public and private universities. The distribution of res-
pondents in terms of universities and their types are shown in table 1: 
 

TABLE 1 
INSTITUTION WISE & CATEGORY WISE DISTRIBUTION OF THE RESPONDENTS 

Serial Institution Wise Distribution Category Wise Distribution 
Name Frequency Percentage Category Frequency Percentage 

1. EAU 36 13.6 

Private 163 61.5 

2. IUBAT 01 0.4 
3. NSU 36 13.6 
4. STU 34 12.8 
5. SUB 26 9.8 
6. ULAB 30 11.3 
7. BUET 32 12.1 Public 102 38.5 8. DU 35 13.2 
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9. JNU 35 13.2 
- Total 265 100.0 Total 265 100.0 

 
 

The responses of the students regarding to the key indicators of the ICT facilities (or variables) according to the type of institution are 
shown in table 2 and a graphical projection of the mean scores of the responses from the two samples is given in the figure 1followingly: 
 

TABLE 2 
SUMMARY OF THE RESPONSES 

Serial Type of Institution 
Variables M
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1. Number of PC (Num_PC) 3.45 3.25 0.20 4.0 
2. Printing facilities (Print_Fac) 3.32 2.45 0.87 17.4 
3. Condition of ICT equipments (Equip_Con) 3.49 2.91 0.58 11.6 
4. Power back-up facilities (PB_Fac) 3.71 2.63 1.08 21.6 
5. Availability of necessary software (Soft_Avail) 3.33 2.89 0.44 8.8 
6. User-friendliness of provided software (Use_Soft) 3.61 2.95 0.66 13.2 
7. Frequency of software updates (Soft_Up) 3.29 2.51 0.78 15.6 
8. Effectiveness of antivirus software (Eff_AV) 3.17 2.48 0.69 13.8 
9. Sufficiency of internet facility (Int_Avail) 3.56 3.28 0.28 5.6 

10. Speed of Internet (Int_Sp) 3.19 3.11 0.08 1.6 
11. Data sharing facilities (Data_Sh) 3.19 3.11 0.08 1.6 
12. Availability of ICT support staffs (Staff_Avail) 3.50 3.29 0.21 4.2 
13. Service quality of ICT support staffs (Staff_Qual) 3.55 3.45 0.10 2.0 
14. Timely solution of ICT related problem (Time_Sol) 3.52 3.32 0.20 4.0 
15. Overall quality of ICT facilities (Over_Qual) 3.58 3.19 0.39 7.8 

Note:  1) The number of response for private and public university is 163 and 102 respectively 
2) No missing value were found 
3) The minimum and maximum response score is 1 and 5 respectively 

Figure 1: Mean score of responses on the key indicators of the quality of ICT Facilities from private and public universities. 
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From the descriptive data, it can be seen that the mean scores of responses from the students of private universities are higher 
than that of the public universitiesfor all the 15 key indicators. However, the contrast is significant for variables like facilities 
available at the universities namely, Printing facilities (Print_Fac), Condition of ICT equipments (Equip_Con), Power back-up 
facilities (PB_Fac), User-friendliness of provided software (Sof_Use), Frequency of software updates (Soft_Up), and Effectiveness 
of antivirus software (Eff_AV) where the scores of private universities exceed the same from public universities on a rangeof 0.58 
to 1.08 on a 5 point scale (11.6 to 21.6 percent). 

7 PARAMETRIC TEST  

7.1 Independent Samples Z-test 
An ‘Independent-Samples’ Z-test (upper-tailed) has been conducted to test the null hypotheses (H0) that the value of the popula-
tion mean of the key indicators of the quality of ICT facilities in the private universities are equal to the samein the public univer-
sities with a precision level (α) of 0.05. The alternative hypothesis (H1) was that the value of the population mean is higher for the 
private universities than the same in the public universities. The outcomes of the test are shown in the Table 3 below: 
 

TABLE 3 

INDEPENDENT SAMPLES Z-TEST (UPPER-TAILED) 

Variables 
Difference between 

means 
z 

(Observed) 
|z| 

(Critical) 
p-value 

(upper-tailed) 
H0 

Num_PC 0.203 1.070 1.645 0.142 Accepted 
Print_Fac 0.868 5.120 1.645 < 0.0001 Rejected 

Equip_Con 0.573 3.441 1.645 0.000 Rejected 
PB_Fac 1.078 6.266 1.645 < 0.0001 Rejected 

Soft_Avail 0.439 2.674 1.645 0.004 Rejected 
Use_Soft 0.656 3.705 1.645 0.000 Rejected 
Soft_Up 0.779 4.649 1.645 < 0.0001 Rejected 
Eff_AV 0.685 3.996 1.645 < 0.0001 Rejected 

Int_Avail 0.284 1.659 1.645 0.049 Rejected 
Int_Sp 0.082 0.472 1.645 0.318 Accepted 

Data_Sh 0.076 0.454 1.645 0.325 Accepted 
Staff_Avail 0.203 1.188 1.645 0.117 Accepted 
Staff_Qual 0.095 0.576 1.645 0.282 Accepted 
Time_Sol 0.192 1.213 1.645 0.113 Accepted 

Over_Qual 0.390 2.218 1.645 0.013 Rejected 
Note:  1) H0 : µi-Private = µi-Public, H1 : µi-Private> µi-Public 

 
The outcomes of the Z-test show that, the p-values for the 6 out of 15 key indicators namely, number of available computers 

(Num_PC), speed of internet (Int_Sp), data sharing facilities (Data_Sh), availability of ICT support staffs (Staff_Avail), services 
quality of ICT support staffs (Staff_Qual) and timeliness of solutions of ICT related problems (Time_Sol) are not significant. 
Therefore, the null hypothesis is accepted for these key indicators, implying that there is no difference betweenthe values of pop-
ulation mean for these key indicators in the private and public universities. On the other hand,the p-values for printing facilities 
(Print_Fac), condition of ICT equipments (Equip_Con), power backup facilities (PB_Fac), availability of necessary software 
(Soft_Avail), user-friendliness of provided software (Soft_Use), frequency of software updates (Soft_Up), effectiveness of antivirus 
software (Eff_AV), sufficiency of internet facilities (Int_Avail) and overall quality of ICT facilities (Over_Qual) are significant. 
Therefore, the null hypotheses for these key indicators are rejected, implying that the values of the population mean for these key 
indicators are higher in the private universities than the same in the public universities. 

 

7.2 Independent Samples t-test 
An ‘Independent-Samples’t-test (upper-tailed) hasalso been conducted to test the null hypotheses (H0) that the mean scores of the 
15 key indicators of the quality of ICT facilities of the private universities are equal to that of the public universities with a preci-
sion level (α) of 0.05. The alternative hypothesis (H1) was that the mean scores are higher for the private universities than that of 
the public universities. The t-test was followed by a ‘Fisher’s F-test’ for equality of the variances (two-tailed) to approximate the 
degrees of freedom (df) for the t-test. The outcome of the F-test isshown in the Table 4 below: 
 

TABLE 4 
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FISHER’S F-TEST FOR EQUALITY OF VARIANCES (TWO-TAILED) 

Variables Ratio 
F 

(Observed) 
|F| 

(Critical) 
p-value 

(one-tailed) 
H0 

Equal variances 
assumed 

Num_PC 0.720 0.720 1.434 0.063 Accepted Yes 
Print_Fac 0.801 0.801 1.434 0.208 Accepted Yes 
Equip_Con 0.681 0.681 1.434 0.029 Rejected No 
PB_Fac 0.725 0.725 1.434 0.068 Accepted Yes 
Soft_Avail 0.898 0.898 1.434 0.538 Accepted Yes 
Use_Soft 0.742 0.742 1.434 0.091 Accepted Yes 
Soft_Up 0.946 0.946 1.434 0.747 Accepted Yes 
Eff_AV 1.100 1.100 1.434 0.608 Accepted Yes 
Int_Avail 0.783 0.783 1.434 0.166 Accepted Yes 
Int_Sp 0.908 0.908 1.434 0.582 Accepted Yes 
Data_Sh 1.098 1.098 1.434 0.615 Accepted Yes 
Staff_Avail 0.763 0.763 1.434 0.126 Accepted Yes 
Staff_Qual 0.671 0.671 1.434 0.024 Rejected No 
Time_Sol 0.847 0.847 1.434 0.346 Accepted Yes 
Over_Qual 0.587 0.587 1.434 0.002 Rejected No 

Note: H0: Ratio between the variances = 1;  df1 = 162, df2 = 101;  α = 0.05 
 

The outcomeof the F-test shows that equality of variances between the two samples of the study can be assumed for all except 3 
of the 15 key indicators. The 3 key indicators assumed to have unequal variances are condition of ICT equipments (Equip_Con), 
services quality of ICT support staffs (Staff_Qual) andoverall quality of ICT facilities are significant (Over_Qual). The degrees of 
freedom (df) for these 3 indicators are 185, 183 and 174 respectively. The degrees of freedom (df) for all other variables are 263. The 
outcome of the t-test isshown in the Table 5 below: 
 

TABLE 5 
INDEPENDENT SAMPLES T-TEST (UPPER-TAILED) 

Variables df 
Difference between 

means 
t 

(Observed) 
|t| 

(Critical) 
p-value 

(upper-tailed) 
H0 

Num_PC 263 0.203 1.111 1.651 0.134 Accepted 
Print_Fac 263 0.868 5.252 1.651 < 0.0001 Rejected 
Equip_Con 185 0.573 3.441 1.653 0.000 Rejected 
PB_Fac 263 1.078 6.501 1.651 < 0.0001 Rejected 
Soft_Avail 263 0.439 2.708 1.651 0.004 Rejected 
Use_Soft 263 0.656 3.834 1.651 < 0.0001 Rejected 
Soft_Up 263 0.779 4.678 1.651 < 0.0001 Rejected 
Eff_AV 263 0.685 3.952 1.651 < 0.0001 Rejected 
Int_Avail 263 0.284 1.706 1.651 0.045 Rejected 
Int_Sp 263 0.082 0.477 1.651 0.317 Accepted 
Data_Sh 263 0.076 0.449 1.651 0.327 Accepted 
Staff_Avail 263 0.203 1.226 1.651 0.111 Accepted 
Staff_Qual 183 0.095 0.576 1.651 0.283 Accepted 
Time_Sol 263 0.192 1.237 1.651 0.109 Accepted 
Over_Qual 174 0.390 2.218 1.651 0.014 Rejected 

Note:  1) H0 : µi-Private = µi-Public, H1 : µi-Private> µi-Public 
2) The degrees of freedom (df) for the test is approximated by the Welch-Satterthwaite formula as per the outcomes of the Fisher’s F-test 

 
The outcome of the t-test is completely similar to that of the Z-test described above. The t-test has accepted and rejected the hy-

potheses for the same variables as seen in the Z-test. Therefore, the interpretations of the Z-test are found to be the same in this 
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case. Thus it can be strongly inferred that, the private universities are showing better performance is ensuring quality for 9 of the 
15 key indicators. 

8 IMPLICATIONS AND CONCLUSION  
The study, although conducted on a limited scale, project that the perceived quality of the ICT facilities from the students’ point of 
view in the private universities are higher than the same in the public universities on a number of key indicators. Nevertheless, 
the perceived quality on the the other key indicators are not significantly different for the private and public universities. There-
fore, it is not conclusive that the private universities are absolutely out-performing the public universities in terms ofquality of the 
ICT facilities. Moreover, there are still significant scopes for both the private and public universities regarding the quality of ICT 
facilities even though the private universities may scorehigherin this regard. It is indeed an issue to consider that none of the va-
riables in the study scored a mean value of 4 or higher in a 5-point scale, which shows a rather poor perception among the stu-
dents about the capability and performance of the universities in providing state-of-the-art ICT facilities. One reason for this low 
level of perception might be that the students mostly use ICT facilities (i.e. computers, internet) at their own while they are at the 
university campus [45]. Therefore, they might not have definite attitudes towards the ICT facilities provided by their institu-
tions.The outcome of the study is tentative in consideration of depth and rigor,and should be considered as a primer for further 
studies on this issue. It is therefore suggested that studies on larger sample with pre-screened respondents should be conducted 
to draw a true picture of the ICT scenario from the students’ point of view. 
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APPENDIX 
Survey Questionnaire 

Quality of ICT Facilities at Tertiary Level Education of Bangladesh 
 
Dear Respondent, Thank you very much for participating in the survey. The purpose of the study is purely academic. Your information and identity shall 
not be disclosed to anyone else.  
 
Instruction:  Please put Tick mark on the correct option. Write down appropriate data where applicable. 
_______________________________________________________________________________________________________________________ 
 
1. Name of your university: 
 
2. Your study program and current study level (year/semester): 
 
3. The number of computers available in the for the use of the students is satisfactory: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
4. Printing facilities available for students in the university is satisfactory: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
5. The condition of the ICT equipments (i.e. computers, printers, prjectors) in the university are satisfactory: 
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Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
6. Power backup support (i.e. UPS) for computers in the university is satisfactory: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
7. Necessary softwares are widely available at the university for students' usage: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
8. Software provided by the univeristy for students' usage is user friendly and easy: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
9. Software provided by the univeristy are up-to-date and are regularly updated: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
10. Antivirus software provided by the univeristy is effective: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
11. Internet facilities for students at the university is sufficient: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
12. The speed of internet at the university is satisfactory: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
13. Data sharing facilities through internal network (i.e. LAN) at the university is satisfactory: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
14. Supporting staffs for IT related issues are available whenever necessary: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
15. The service quality of the IT staff(s) is satisfactory: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
16. IT related services and solutions are timely provided to students at the university: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
17. The overall quality of ICT realted services at the university is satisfactory: 
 

Strongly Agree Agree Neither Agree nor Disagree Disagree Strongly Disagree 

 
18. Please provide us your email address and cell phone number in case we need to contact you for further queries: 

---------Thank You-------- 
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